
ular situations, but it is not at all a formidable 
breakthrough in fundamental physics, as as- 
sumed by some. Rather, Tsallis's valuable 
contribution has been to bring the ideas of 
mid-20th-century statisticians into physics. 

In statistical mechanics, Tsallis entropy 
takes a convenient form, appropriated for 
physics, of the entropy used in mathematical 

statistics and infor- 
e to~ gt emation theory, name- 

ly, Havrda-Charvat 
structural entropy (1), 
one of infinitely 

o ' t many that can be in- 
troduced [e.g., (2)]. 
These entropies pro- 
duce what can be 
called unconventional 
statistics, which are 
useful for fitting pur- 
poses (they depend 
on adjustable parame- 

Physicists look to ters). They can be 
entropies to get a used in the most gen- 
handle on topics eral and universal en- 
such as turbulence. tropy [Kullback- 

Leibler entropy (3), 
whose physical counterpart is the Boltzmann- 
Gibbs-Shannon entropy] when a researcher is 
unable to satisfy the principle of sufficiency 
in statistics, as stated by Fischer in 1922 (3, 
4). This means that the reseacher does not 
have access to all information on the charac- 
teristics of the system relevant for the prob- 
lem at hand. 

The choice of the unconventional statis- 
tics to be used depends on each particular 
experimental/theoretical situation. For ex- 
ample, Renyi statistics appears to be appro- 
priate for dealing with the so-called fractal 
systems (5, 6). The utility of such uncon- 
ventional entropies is that they provide a 
way to generate probability distributions, in 
the context of statistical physics based on 
information theory (7). In that sense, they 
are what can be called statistical entropies, 
and it is utterly wrong to identify Havrda- 
Charvat-Tsallis "entropy" with the physical 
entropy of systems in nature. There is only 
one situation in which informational 
entropies can be related to the classical 
Clausius-Boltzmann entropy of thermody- 
namics, namely, Kullback-Leibler-Shannon 
statistical entropy in the case of strict equi- 
librium (5, 8). Tsallis statistics does not 
supersede Boltzmann-Gibbs statistics; it is 
one of infinitely many that can be used to 
"patch" the inconvenience, noted above, 
that arises when one is unable to satisfy 
Fischer's principle of sufficiency in Boltz- 
mann-Gibbs statistics. 
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ADRIAN CHO'S ARTICLE ON TSALLIS ENTROPY 

("A fresh take on disorder, or disorderly 
science," News Focus, 23 Aug., p. 1268) 
emphasizes the importance of nonextensive 
energies when analyzing complex systems. 
To complement his picture, I would like to 
draw attention to an alternative way of 
treating nonextensive energies, developed 
by Terrell Hill about 40 years ago (1-3). 
Hill's approach is based on the fundamen- 
tal foundation of Gibbs' ensembles and 
does not involve modifying the definition 
of entropy. To my knowledge, Hill's work 
remains the only comprehensive treatment 
of finite-size effects in thermostatistics. 

The heart of Hill's approach, now 
known as "nanothermodynamics," can be 
understood by tracing the development of 
the first law of thermodynamics (4). In 
1850, Clausius made his clear statement 
that the change in internal energy of a sys- 
tem is equal to the added heat minus the 
work done. In 1876, Gibbs extended the 
first law by including the chemical poten- 
tial, gL. g comes from the change in energy 
when a single particle (e.g., electron, atom, 
or molecule) is added to a system of parti- 
cles. Use of g allows the formal treatment 
of equilibria between different substances 
or between different phases. In 1962, Hill 
extended the first law by including a subdi- 
vision potential, E. E comes from the 
change in energy when a single small sys- 
tem is added to an ensemble of small sys- 
tems. Use of E allows the formal treatment 
of finite systems that have nonextensive 
energies, such as clusters with nonlinear in- 
teractions or surface terms. 

Some experts have said that the success 
of Tsallis entropy may come from mathe- 
matical flexibility in the empirical parameter 
q. Hill's nanothermodynamics has additional 
flexibility with no new parameters. In the 
usual thermodynamic limit, only two inten- 
sive variables can be independent. For ex- 
ample, the grand canonical ensemble has Li 
and T independent, but the volume is fixed 
by the size of the sample. However, nano- 
thermodynamics has a well-defined "gener- 
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and field for magnets. Furthermore, the gen- 
eralized ensembles allow unrestricted ther- 
mal fluctuations, which provide an explana- 
tion for the measured response from several 
complex systems, including glass-forming 
liquids (5) and ferromagnetic materials (6). 

It is legendary how Gibbs' work re- 
m 'ained relatively unknown for 15 to 20 
years, until it was translated into German 
and used by the pioneers in physical chem- 
istry. Even now, after 40 years, Hill's work is 
still relatively unknown, possibly because, 
after completing his article and books on the 
subject (1, 2), he switched his main interest 
to molecular biology and did not have the 
time or inclination to promote his many con- 
tributions to fundamental thermostatistics. 
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REPORTS: "Gene expression during the life 
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