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information is relayed by directed secretion. The nervous system and 
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constituent cell populations. Each of these synaptic types is built around 
a microdomain structure comprising central active zones of exocytosis and 
endocytosis encircled by adhesion domains. Surface molecules that may 
be incorporated into and around the active zones contribute to modula- 
tion of the functional state of the synapse. 

A synapse is a stable adhesive junction between two cells across which 
information is relayed by directed secretion. The nervous system and 
immune system utilize these specialized cell surface contacts to directly 
convey and transduce highly controlled secretory signals between their 
constituent cell populations. Each of these synaptic types is built around 
a microdomain structure comprising central active zones of exocytosis and 
endocytosis encircled by adhesion domains. Surface molecules that may 
be incorporated into and around the active zones contribute to modula- 
tion of the functional state of the synapse. 

Although at present there is no direct con- 
nection between immunological specificity 
and specificity in the nervous system, some 

fruitful ideas may be generated by comparing 
the two biological systems. For example, in 
both systems there is specific recognition of a 
wide range of structures, and also storage of 
information acquired. 

-G. Edelman, 1968. (1) 
There is the notion that we should be 

able to make meaningful comparisons be- 
tween the nervous system and the immune 

system. Both systems utilize specific mo- 
lecular recognition events between discrete 
cells, cell:cell adhesion, positional stabili- 

ty, and directed secretion for communica- 
tion to fulfill their respective functions. 
Both systems have evolved highly sophis- 
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ticated forms of information storage. A fo- 
cal point for this comparison has become 
the concept of the synapse. The high degree 
of functional organization of synapses 
makes them ideal models for general un- 

derstanding of cell-cell communication. 
The concept of the synapse as a nexus of 

communication between neurons is now 
well over 100 years old. It is only recently, 
however, that the immunological counter- 

part has been identified. In the immune 
system, the synapse functions to provide 
specificity to the action of otherwise non- 

specific soluble agents through confine- 
ment to the synaptic cleft and to coordinate 
cell migration and antigen recognition dur- 
ing induction of the immune response. The 

comparison of these two synaptic junctions 
is useful in that they appear to share com- 
mon features, but more importantly the two 

synapses have been approached from such 
different and complementary angles that 
some fruitful ideas should be generated by 
the comparison. We will argue that the 

immunological synapse is a valid concept 
by many criteria, but we must first get past 
some major differences. 
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Differences in Neural and Immune 
Architecture 
A critical difference in the functional context of 
the neural and immunological synapses is in the 
basic "wiring" of the systems. The central ner- 
vous system (CNS) is to a great extent hard- 
wired and retains precise connectivity patterns 
throughout adult life, with neurons projecting 
long axonal processes that form synapses on 
complex dendritic trees of other neurons that 
may be quite distant from the cell nucleus. 
Whereas CNS synapses may be formed and 
pruned back in the adult, the long dendritic and 
axonal processes anchor the cell bodies and 
prevent cell migration. Thus, the CNS synapse 
is an "action at a distance" junction, in relation 
to the nucleus where transcription takes place. 
Therefore, most functions of CNS synapses 
may be considered "postnuclear" in that they 
are carried out without a requirement for im- 
mediate transcriptional regulation, although 
synaptic stimulation can lead to transcriptional 
changes in the long term. CNS synapses can 
alter their efficacy by processes such as receptor 
clustering by scaffold proteins (2). Synapse- 
forming neurons are terminally differentiated. 

In contrast, the immune system operates 
through rapidly migrating T cells and their 
partners, the dendritic cells (DCs), that con- 
gregate in tissues like lymph nodes. This is 
essential to the operation of the immune sys- 
tem, because each T cell expresses a different 
antigen specificity and the point at which an 
antigen will enter the body to become asso- 
ciated with a DC is not predictable. So it is 
essential that T cells and DCs congregate and 
make many random contacts to possibly find 
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Fig. 1. An electron micrograph of a synaptosome prepared by shearing of 
brain tissue, showing pre- and postsynaptic compartments with retention 
of the adhesive contacts between the membranes at the synapse. Pre- 
and postsynaptic membranes are strongly adherent to one another and 
resist separation by physical methods. The neural synapse in the CNS has 
been proposed to be derived from the classic adherens junction of 
epithelia in that it uses cadherins and their binding partners to sustain 
adhesive struts across the cleft. Magnification, 60,000X. 

a match and form a synapse. Migrating T 
cells assume morphologies similar to the 
growth cones of neurons but move at least 50 
times faster. Thus, the T cell and DC cover 
greater distances than neurons in search of 
foreign antigens, but when the synapse is 
formed it is immediately proximal to the 
transcriptional machinery in the nucleus. 

DCs are specialized antigen-presenting 
cells (APCs) that must engulf intact antigens, 
process antigens to -1 kD fragments, and 
present these to T cells with the use of major 
histocompatibility gene complex molecules 
(MHCs) (3, 4). This MHC-peptide complex 
(MHCp) juxtaposes self and foreign determi- 
nants for interaction with the T cell antigen 
receptor (TCR). The vast majority of MHCps 
are self-peptides combined with self-MHCs, 
which are generally nonactivating. However, 
an agonist MHCp can induce T cell prolifer- 
ation if present in sufficient numbers, and 
about 300 agonist MHCps on the APC can 
activate a naive T cell (5). T cells have the 
ability to divide many times in response to 
agonist MHCps on APCs, and some of these 
daughter cells become memory cells, which 
can respond to 50 agonist MHCps per APC 
(5). The increase in the number and sensitiv- 
ity of memory T cells is the basis of "immu- 
nological memory." The increased sensitivity 
may be accounted for in part by changes in 
receptor clustering on the T cells before in- 
teraction with the APC, although the specific 
scaffolding for this clustering is not known 
(6). Most daughter cells of activated naive or 
memory T cells differentiate to form different 
types of "effector T cells" that can kill target 
cells if they are cytotoxic T cells (Tc cells) or 
regulate antibody production by B cells or 
pathogen destruction by macrophages if they 

are helper T cells (TH 
cells). Tc and TH 

generally use different 
co-receptors that help 
the TCR with signal- 
ing, which are CD8 
and CD4, respectively. 
There are many other 
types of functionally 
important immunologi- 
cal synapses, including 
those between anti- 
body-producing B cells 
and APCs and natural 
killer cells and tar- 
get cells (7, 8), but we 
will focus the cur- 
rent comparison on the 
T cell immunological 
synapses because these 
are perhaps the best 
studied. 

The "Prototypic" 
Synapse 

The term "synapse" is derived from Greek (9), 
meaning "connection" or "joining." Since the 
very first inkling in the middle of the 19th 
century that such a structure exists between 
nerve cells, the concept has been continuously 
refined to reflect the physiology and the ultra- 
structure as it applies to nerve cell interactions. 
Several key criteria are generally recognized as 
important in synaptic assembly. 

Criterion 1. The neuron doctrine-cells 
remain individuals. As is the case for most 
cells, neurons are individual entities. The 
neuron doctrine emphasizes the individuality 
of neurons and adduces that there are points 
of contiguity but not continuity between neu- 
rons across which information is transferred. 
Implicit in the notion of discontinuity be- 
tween neurons at points of contact is that 
there must be surfaces of separation (10)-in 
essence, membrane surfaces parallel to each 
other with a fluid-filled cleft in between (Fig. 
1). 

Criterion 2: Adhesion. In the initial stages 
of synapse formation there are recognition 
events through which one surface recognizes 
another (11). If the "fit" is right, the pre- and 
postsynaptic surfaces are locked together by 
putative and bona fide adhesion molecules 
(12); the latter set in nonsynaptic cell systems 
have been unequivocally shown to function 
in cell:cell adhesion (Fig. 2A). 

Criterion 3. Stability. The adhesive 
clamp provides stability and aligns the "ac- 
tive zones" and postsynaptic elements in 
relation to one another. Certain adhesion 
molecules, such as N-cadherin, may also 
change conformation and, therefore, adhe- 
sivity in response to synaptic activity (13) 
and modulate future synaptic responses. 
The polarity of the cytoskeleton may also 

influence stability as the organization of the 
cytoskeleton may change to further stabi- 
lize the synapse (14, 15). 

Criterion 4. Directed secretion. On the 
presynaptic side, a secretory apparatus is 
assembled that is activated by appropriate 
signaling events (16, 17). On the postsyn- 
aptic side, a receptor surface is put in place 
containing molecular machinery that trans- 
duces secretory signals into relevant intra- 
cellular signals (18). The presynaptic and 
postsynaptic "surfaces of separation" parti- 
tion certain functions in the lateral plane of 
the membranes, such that complex mi- 
crodomains (19-21) are formed around a 
central "active zone" for secretory commu- 
nication (Fig. 2A). The configuration of 
these microdomains may change in re- 
sponse to synaptic activity. 

In contemporary view, therefore, a neu- 
rochemical synapse comprises two lipid 
barriers with a gap or cleft in between. It 
should be emphasized that this is a func- 
tional gap, not a structural one; the gap is 
not empty, as has been frequently dia- 
grammed, but is filled with electron-dense 
material (22) (Fig. 1), some of which con- 
sists of interlocking adhesion molecules 
that adhere pre- and postsynaptic mem- 
branes together. Other components include 
the extracellularly disposed domains of re- 
ceptor molecules (20, 23). 

How Does the Prototypic Synapse 
Function in the CNS? 
The CNS synapse comprises two related but 
distinct subdomains that overlap structurally 
and functionally as well. First, there is the 
synaptic scaffold that is observed by electron 
microscopy. This is the apposed parallel 
plates of pre- and postsynaptic plasma mem- 
brane thickened at their points of apposition 
and seemingly attached by filamentous mate- 
rial that spans the synaptic cleft. In the pre- 
and postsynaptic compartments, a cytomatrix 
is observed, which is somehow attached to 
the pre- and postsynaptic thickenings (Fig. 1). 
This scaffold is recovered even after high 
shear force cell fractionation followed by de- 
tergent extraction, and there is compelling 
evidence that the synaptic junctional complex 
in the CNS is maintained by strong adhesive 
interactions. 

A second subdomain is the neurotrans- 
missional machinery with which the syn- 
apse fulfills one of its major physiological 
functions, and this machinery is integrated 
within the scaffold, interacting with it via 
molecular linkages we do not understand at 
this time. Of great interest is the notion that 
each individual synapse has a microdomain 
organization in the plane of the plasma 
membrane, and intracellular molecules on 
both sides of the membrane may be restrict- 
ed to "molecular laminae," which may be 
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recognized in high-resolution immunoelec- 
tron microscopy studies (24). 

There are several groups of cell recogni- 
tion and cell adhesion proteins that have been 
characterized and implicated in synaptic or- 
ganization in the CNS (25-30). Whereas ad- 
hesion in the immune synapse is integrin 
mediated, cadherins are believed to function 
in an analogous capacity at the CNS synapse, 
in concert with molecules from other fami- 
lies. Cadherins function generally in epithe- 
lial adhesion and can be expressed in mutu- 
ally exclusive distributions in CNS synapses 
(31). One model for synaptic junction forma- 
tion postulates that once correct axonal tar- 
geting has been achieved, it is the differential 
distribution of cadherins at incipient synaptic 
surfaces that locks in nascent synaptic con- 
nections (32). There is evidence that cad- 
herins function at least in part as synaptic 
specifiers in the molecular recognition phase 
of synaptogenesis, as well as participating as 
adhesive struts in gluing together pre- and 
postsynaptic membranes across the synaptic 
gap (29, 33-35). 

The recent wide adoption of the term 
"immunological synapse" to describe the T 
cell-APC interface recognizes the important 
contributions of prior studies on the neural 
synapse to the general understanding of cell- 
cell communication. Concepts such as quan- 
tal release of neurotransmitters and the mo- 
lecular mechanisms of receptor clustering 
have provided important guidance for immu- 
nologists. However, there are open questions 
about CNS synaptogenesis that could be tack- 
led by using paradigms developed for the 
immunological synapse. 

Formation of the Immunological 
Synapse 
A synaptic basis for immune cell communi- 
cation was suggested in the early 1980s after 
the identification of T cells, APCs, lympho- 
cyte-cell adhesion molecules, and the TCR 
(36). Although this proposal was untested in 
1984, many T cell-APC interactions now 
pass all four criteria we defined above for a 
synapse. The T cell and APCs remain as 
discrete cells during their interaction (3). 
Bona fide adhesion molecules link the T cell 
and APCs (37). The TCR:MHCp interaction 
delivers a stop signal to ensure positional 
stability (38). Vectorial secretion is a proper- 
ty of immune cell interactions (39-41). Thus, 
we feel that it is interesting to consider how 
the immunological synapse forms and works 
in relation to the CNS synapse. 

The immunological synapse is composed 
of micron-scale supramolecular activation 
clusters (SMAC) (42-45) (Fig. 2, B and C). 
The dominant stable synaptic pattern is a 
mature immunological synapse with a central 
cluster of TCR:MHCp interactions (central or 
cSMAC) surrounded by a ring of LFA-1: 

ICAM- 1 (integrin mediated) interactions (pe- 
ripheral or pSMAC) (42, 44). At this point, 
the microtubule organizing center and Golgi 
apparatus are positioned within a micrometer 
of the cSMAC, and radiating microtubules 
appear to contact the pSMAC (40, 46). This 
pattern forms through a distinct early inter- 
mediate in which the LFA-1:ICAM interac- 
tions are dominant in the center and the TCR: 
MHCp interaction is peripheral, referred to as 
an immature immunological synapse (44, 47) 
(Fig. 2D). Mature synapse formation takes 
minutes but can be stable for hours (44, 48, 
49). Evidence of molecular rearrangements 
associated with synapse formation has been 
demonstrated in vivo and in ex vivo intact 
lymph node organ cultures (49, 50). 

The earliest step in synapse formation can 
be directly correlated with topologically driv- 
en receptor segregation based on the size of 
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A 

D 
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the different receptor-ligand pairs (37, 51, 
52). For example, the 15-nm CD2:CD58 pair 
segregates from the -40-nm LFA-1 :ICAM- 1 
pair (43). Receptor topology appears to be 
very important, because the similarity in size 
between the CD2:CD48 pair and the TCR: 
MHCp pair at around 15 nm is critical for 
sensitive T cell activation on the basis of 
experiments where CD48 with additional do- 
mains added to lengthen it inhibited T cell 
activation by APC (53). The driving force for 
this segregation might be the thermodynamic 
advantage of aligning the membrane surfaces 
with nm precision, which serves to enhance 
interactions (54). An energetic penalty asso- 
ciated with membrane bending may define 
the minimum size of the segregated domains. 

The mechanism of SMAC organization is 
less clear. One leading hypothesis is that the 
process of cSMAC formation is very similar 
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Fig. 2. Schematics of immunological and neural synapses. (A) Effector immunological synapse with 
Tc as presynaptic and target cell as postsynaptic. (B) Inductive immunological synapse with DC as 
presynaptic and TH as postsynaptic. (C) CNS synapse. (D) Diagram of immunological synapse 
formation. Green, TCR-MHCp interactions and MHCp in exocytic vesicles; red, LFA-1:ICAM-1 
interaction; blue, soluble contents of exocytic vesicles and diffusing contents after release; yellow, 
CD43 at boundaries; orange, microtubules; cross-hatch, material in synaptic cleft. 
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to antibody-mediated capping, involving an 
actin-myosin transport process (55-57). This 
transport process may be activated by early 
signaling that peaks during the time when the 
synapse is in the process of being formed 
(48). There is direct evidence that actin- 
myosin transport toward the synapse is active 
during synapse formation (58). However, the 
definitive evidence that cSMAC formation 
takes place through directed transport is lack- 
ing. Chakraborty and colleagues have pro- 
posed a provocative alternative hypothesis 
based on the coupling between thermally 
driven membrane fluctuations and the kinet- 
ics and mechanics of the different types of 
receptor-ligand interactions (59). When the 
membrane oscillations harmonize with the 
kinetics of the receptor-ligand interactions, 
patterns like the mature immunological syn- 
apse can be generated in a computer simula- 
tion. This "synapse assembly model" can also 
reproduce the correlation between the kinet- 
ics of TCR:MHCp interaction and mature 
synapse formation for TH cells (60). Another 
interesting prediction of the synapse assem- 
bly model is that some self-MHCps may 
synergize with agonist MHCp to lower the 
threshold for mature synapse formation (60). 
Recent experiments demonstrate that model 
self-MHCps do in fact amplify TCR respons- 
es to low levels of agonist MHCp and pro- 
mote mature synapse formation (61). The 
major difference between the "actin-myosin 
transport" and "synapse assembly" models is 
that single TCRs are expected to follow 
straight trajectories to the cSMAC in the 
former and a "jagged" path to the cSMAC in 
the latter. Therefore, the two models can be 
distinguished with fluorescence single mole- 
cule tracking (62). 

Functions of the Immunological 
Synapse 
The function of the immunological synapse 
can be divided into two branches based on 
induction and action phases of the immune 
response. It has been proposed that the im- 
munological synapse has a role in signal in- 
tegration in the induction of T, cell prolifer- 
ation (44, 63). Here the synapse pattern may 
be a stable product of early signaling that 
allows sustained integration of information 
from the APC (64). In the action mode, the 
pSMAC acts as a gasket to contain secretion 
of soluble agents (cytokines and cytotoxic 
agents) that are released near the cSMAC and 
held in the synaptic cleft (40, 65). In this way, 
the only cell that is acted upon is the cell with 
which the T cell forms the synapse, and this 
function is clearly analogous to that of the 
neural synapse. In the immunological syn- 
apse, the gasket is integrin dependent, where- 
as at the neural synapse cadherins and other 
molecules form the gasket. 

In the induction phase of the response, the 

roles of the T cell and DC in synapse forma- 
tion are reversed (Fig. 2, B and C). It is 
important to consider membrane-anchored as 
well as soluble signals that are exocytosed 
into the synapse and are then precisely posi- 
tioned for interactions with receptors on the 
apposing cell. The DC is then the presynaptic 
cell directing the exocytosis of MHCp into 
the nascent synapse (66, 67). The newly se- 
creted MHCp can then be bound by the TCR 
on the postsynaptic side (63) (Fig. 2C). Co- 
secreted with the MHC are accessory mole- 
cules like CD86, which promote T cell acti- 
vation and differentiation (68). Costimulatory 
molecules like CD80 and CD86 contribute to 
early T cell activation, and CD80 has been 
demonstrated to interact with one of its re- 
ceptors, CD28, in the cSMAC (69). In this 
model, it is implied that there are a small 
number of agonist MHCps on the surface of 
the DC when the T cell first makes contact to 
initiate the signaling interaction; but once a 
low level of antigen-dependent activation is 
achieved, a positive feedback mechanism de- 
livers more MHCps to the synaptic site, 
which supports sustained signaling. 

So, what is the function of the immuno- 
logical synapse pattern for a naive T cell in 
the induction phase of an immune response? 
In order to proliferate, a naive T cell must 
initiate and sustain activation of transcription 
factors (70). As the nascent immunological 
synapse is formed, the lck and ZAP-70 ty- 
rosine kinases are rapidly activated within 2 
min, which initiates processes leading to tran- 
scriptional activation (48) and is also likely to 
be essential for mature synapse formation 
(48, 64). Secondary signals required for com- 
mitment of T cells to proliferate may be 
sustained for hours and may involve low 
levels of tyrosine kinase activation (42). Ac- 
tivation is correlated with immunological 
synapse formation when MHCp dose and 
quality are varied, such that synapse forma- 
tion appears to be determinative under these 
conditions. The immunological synapse may 
be terminated by negative signaling receptors 
like CTLA-4 interacting with CD80 and 
CD86 (also ligands for CD28) (71) and by 
changes in cellular interactions during the 
mitosis (49). Both CTLA-4 induction and the 
first mitosis occur around 36 hours after first 
contact for a naive TH cell. 

Experimental Models for 
Synaptogenesis 
There are two major technologies that have 
allowed real-time evaluation of events in the 
immunological synapse in recent years. One 
is live-cell fluorescent imaging of T cells in 
contact with supported planar bilayers. The 
other is the use of real-time confocal imaging 
in the T cell-APC interface. 

The analysis of interactions in the cell- 
cell interface is the more physiological of 

the two, but interpretation is difficult be- 
cause the lateral and cytoplasmic interac- 
tions of each surface receptor cannot easily 
be controlled. 

The supported planar bilayer system is a 
reconstitution method (72) that gets around 
this problem. We can, for example, present 
purified MHCps and accessory molecules to 
induce T cell proliferation (44, 69, 73). The 
molecules in the bilayer can be made laterally 
mobile (74) and fluorescently labeled, which 
allows direct observation of interactions of 
cell surface receptors with molecules in the 
bilayer. This is the only system where accu- 
mulation of fluorescence is sure to have a 1:1 
relationship with receptor-ligand interaction. 
The caveat is that cytoskeletal mechanisms 
and membrane organization in a live APC are 
lost (75, 76). The rigid nature of the planar 
bilayer is probably not a major drawback 
because T cell-APC interfaces are generally 
flat (73) and the change in degrees of free- 
dom before and after synapse formation is the 
same in the cell-planar bilayer and cell-cell 
situation (59). Reconstitution of neural syn- 
apses with this or similar technology would 
be informative (77, 78). 

References and Notes 
1. G. M. Edelman, Neuroscience Research Program Bul- 

letin 6 (1968). 
2. J. Meier, C. Vannier, A. Serge, A. Triller, D. Choquet, 

Nature Neurosci. 4, 253 (2001). 
3. E. R. Unanue, Annu. Rev. Immunol. 2, 395 (1984). 
4. J. Banchereau, R. M. Steinman, Nature 392, 245 

(1998). 
5. D. A. Peterson, R. J. DiPaolo, O. Kanagawa, E. R. 

Unanue, J. Immunol. 162, 3117 (1999). 
6. T. Fahmy, J. Bieler, J. Schneck, J. Immunol. Methods 

268, 93 (2002). 
7. F. D. Batista, D. Iber, M. S. Neuberger, Nature 411, 

489 (2001). 
8. D. M. Davis, Trends Immunol. 23, 356 (2002). 
9. Oxford English Dictionary (Oxford Univ. Press, New 

York, ed. 3, 2000). 
10. C. Sherrington, The Integrative Action of the Nervous 

System Scribner, New York, 1906). 
11. D. L. Benson, D. R. Colman, G. W. Huntley, Nature 

Rev. Neurosci. 2, 899 (2001). 
12. L. Shapiro, D. R. Colman, Neuron 23, 427 (1999). 
13. H. Tanaka et al., Neuron 25, 93 (2000). 
14. C. H. Lin, C. A. Thompson, P. Forscher, Curr. Opin. 

Neurobiol. 4, 640 (1994). 
15. M. A. Colicos, B. E. Collins, M. J. Sailor, Y. Goda, Cell 

107, 605 (2001). 
16. S. E. Ahmari, J. Buchanan, S. J. Smith, Nature Neuro- 

sci. 3, 445 (2000). 
17. H. V. Friedman, T. Bresler, C. C. Garner, N. E. Ziv, 

Neuron 27, 57 (2000). 
18. E. B. Ziff, Neuron 19, 1163 (1997). 
19. R. Lujan, J. D. Roberts, R. Shigemoto, H. Ohishi, P. 

Somogyi, J. Chem. Neuroanat. 13, 219 (1997). 
20. G. R. Phillips et al., Neuron 32, 63 (2001). 
21. N. Uchida, Y. Honjo, K. R. Johnson, M. J. Wheelock, M. 

Takeichi, J. Cell Biol. 135, 767 (1996). 
22. A. Peters, S. Paley, H. deF. Webster, Fine Structure of the 

Nervous System (Oxford Univ. Press, Oxford, UK, 1991). 
23. Z. W. Hall, J. R. Sanes, Cell 72 Suppl, 99 (1993). 
24. J. G. Valtschanoff, R. J. Weinberg, J. Neurosci. 21, 

1211 (2001). 
25. G. W. Huntley, D. L. Benson, J. Comp. Neurol. 407, 

453 (1999). 
26. P. Scheiffele, J. Fan, J. Choih, R. Fetter, T. Serafini, Cell 

101, 657 (2000). 
27. J. Y. Song, K. Ichtchenko, T. C. Sudhof, N. Brose, Proc. 

Natl. Acad. Sci. U.S.A. 96, 1100 (1999). 

25 OCTOBER 2002 VOL 298 SCIENCE www.sciencemag.org 788 



THE DYNAMIC SYNAPSE THE DYNAMIC SYNAPSE 

28. N. Kohmura et al., Neuron 20, 1137 (1998). 
29. D. L. Benson, H. Tanaka, J. Neurosci. 18, 6892 

(1998). 
30. U. Staubli, P. Vanderklish, G. Lynch, Behav. Neural 

Biol. 53, 1 (1990). 
31. K. Obst-Pernberg, C. Redies,J. Neurosci. Res. 58, 130 

(1999). 
32. A. M. Fannon, D. R. Colman, Neuron 17, 423 (1996). 
33. Q. Wu, T. Maniatis, Cell 97, 779 (1999). 
34. D. J. Hagler Jr., Y. Goda, Neuron 20, 1059 (1998). 
35. K. Arndt, S. Nakagawa, M. Takeichi, C. Redies, Mol. 

Cell. Neurosci. 10, 211 (1998). 
36. M. A Norcross, Ann. Immunol. (Paris) 135D, 113 (1984). 
37. T. A. Springer, Nature 346, 425 (1990). 
38. M. L. Dustin, S. K. Bromely, Z. Kan, D. A. Peterson, E. R. 

Unanue, Proc. Natl. Acad. Sci. U.S.A. 94, 3909 
(1997). 

39. W. J. Poo, L. Conrad, C. A. Janeway Jr., Nature 332, 
378 (1988). 

40. H. Kupfer, C. R. Monks, A. Kupfer, J. Exp. Med. 179, 
1507 (1994). 

41. W. E. Paul, R. A. Seder, Cell 76, 241 (1994). 
42. C. R. Monks, B. A. Freiberg, H. Kupfer, N. Sciaky, A. 

Kupfer, Nature 395, 82 (1998). 
43. M. L. Dustin et al., Cell 94, 667 (1998). 
44. A. Grakoui et al., Science 285, 221 (1999). 
45. P. Anton van der Merwe, S. J. Davis, A. S. Shaw, M. L. 

Dustin, Semin. Immunol. 12, 5 (2000). 

28. N. Kohmura et al., Neuron 20, 1137 (1998). 
29. D. L. Benson, H. Tanaka, J. Neurosci. 18, 6892 

(1998). 
30. U. Staubli, P. Vanderklish, G. Lynch, Behav. Neural 

Biol. 53, 1 (1990). 
31. K. Obst-Pernberg, C. Redies,J. Neurosci. Res. 58, 130 

(1999). 
32. A. M. Fannon, D. R. Colman, Neuron 17, 423 (1996). 
33. Q. Wu, T. Maniatis, Cell 97, 779 (1999). 
34. D. J. Hagler Jr., Y. Goda, Neuron 20, 1059 (1998). 
35. K. Arndt, S. Nakagawa, M. Takeichi, C. Redies, Mol. 

Cell. Neurosci. 10, 211 (1998). 
36. M. A Norcross, Ann. Immunol. (Paris) 135D, 113 (1984). 
37. T. A. Springer, Nature 346, 425 (1990). 
38. M. L. Dustin, S. K. Bromely, Z. Kan, D. A. Peterson, E. R. 

Unanue, Proc. Natl. Acad. Sci. U.S.A. 94, 3909 
(1997). 

39. W. J. Poo, L. Conrad, C. A. Janeway Jr., Nature 332, 
378 (1988). 

40. H. Kupfer, C. R. Monks, A. Kupfer, J. Exp. Med. 179, 
1507 (1994). 

41. W. E. Paul, R. A. Seder, Cell 76, 241 (1994). 
42. C. R. Monks, B. A. Freiberg, H. Kupfer, N. Sciaky, A. 

Kupfer, Nature 395, 82 (1998). 
43. M. L. Dustin et al., Cell 94, 667 (1998). 
44. A. Grakoui et al., Science 285, 221 (1999). 
45. P. Anton van der Merwe, S. J. Davis, A. S. Shaw, M. L. 

Dustin, Semin. Immunol. 12, 5 (2000). 

46. J. R. Kuhn, M. Poenie, Immunity 16, 111 (2002). 
47. M. F. Krummel, M. D. Sjaastad, C. Wulfing, M. M. 

Davis, Science 289, 1349 (2000). 
48. K.-H. Lee et al., Science 295, 1539 (2002). 
49. S. Stoll, J. Delon, T. M. Brotz, R. N. Germain, Science 

296, 1873 (2002). 
50. P. Reichert, R. L Reinhardt, E. Ingulli, M. K. Jenkins, 

J. Immunol. 166, 4278 (2001). 
51. S. J. Davis, P. A. van der Merwe, Immunol. Today 17, 

177 (1996). 
52. A. S. Shaw, M. L. Dustin, Immunity 6, 361 (1997). 
53. M. K. Wild et al., J. Exp. Med. 190, 31 (1999). 
54. M. L. Dustin et al., J. Biol. Chem. 272, 30889 (1997). 
55. J. Braun, K. Fujiwara, T. D. Pollard, E. R. Unanue,J. Cell 

Biol. 79, 409 (1978). 
56. M. L Dustin, J. A. Cooper, Nature Immunol. 1, 23 (2000). 
57. J. M. Penninger, G. R. Crabtree, Cell 96, 9 (1999). 
58. C. Wulfing, M. M. Davis, Science 282, 2266 (1998). 
59. S. Y. Qi, J. T. Groves, A. K. Chakraborty, Proc. Natl. 

Acad. Sci. U.S.A. 98, 6548 (2001). 
60. S. J. Lee, Y. Hori, J. T. Groves, M. L. Dustin, A. K. 

Chakraborty, Trends Immunol., in press. 
61. C. Wulfing et al., Nature Immunol. 3, 42 (2002). 
62. D. R. Klopfenstein, M. Tomishige, N. Stuurman, R. D. 

Vale, Cell 109, 347 (2002). 
63. S. K. Bromley et al., Annu. Rev. ImmunoL 19, 375 (2001). 
64. G. lezzi, K. Karjalainen, A. Lanzavecchia, Immunity 8, 

89 (1998). 

46. J. R. Kuhn, M. Poenie, Immunity 16, 111 (2002). 
47. M. F. Krummel, M. D. Sjaastad, C. Wulfing, M. M. 

Davis, Science 289, 1349 (2000). 
48. K.-H. Lee et al., Science 295, 1539 (2002). 
49. S. Stoll, J. Delon, T. M. Brotz, R. N. Germain, Science 

296, 1873 (2002). 
50. P. Reichert, R. L Reinhardt, E. Ingulli, M. K. Jenkins, 

J. Immunol. 166, 4278 (2001). 
51. S. J. Davis, P. A. van der Merwe, Immunol. Today 17, 

177 (1996). 
52. A. S. Shaw, M. L. Dustin, Immunity 6, 361 (1997). 
53. M. K. Wild et al., J. Exp. Med. 190, 31 (1999). 
54. M. L. Dustin et al., J. Biol. Chem. 272, 30889 (1997). 
55. J. Braun, K. Fujiwara, T. D. Pollard, E. R. Unanue,J. Cell 

Biol. 79, 409 (1978). 
56. M. L Dustin, J. A. Cooper, Nature Immunol. 1, 23 (2000). 
57. J. M. Penninger, G. R. Crabtree, Cell 96, 9 (1999). 
58. C. Wulfing, M. M. Davis, Science 282, 2266 (1998). 
59. S. Y. Qi, J. T. Groves, A. K. Chakraborty, Proc. Natl. 

Acad. Sci. U.S.A. 98, 6548 (2001). 
60. S. J. Lee, Y. Hori, J. T. Groves, M. L. Dustin, A. K. 

Chakraborty, Trends Immunol., in press. 
61. C. Wulfing et al., Nature Immunol. 3, 42 (2002). 
62. D. R. Klopfenstein, M. Tomishige, N. Stuurman, R. D. 

Vale, Cell 109, 347 (2002). 
63. S. K. Bromley et al., Annu. Rev. ImmunoL 19, 375 (2001). 
64. G. lezzi, K. Karjalainen, A. Lanzavecchia, Immunity 8, 

89 (1998). 

65. J. C. Stinchcombe, G. Bossi, S. Booth, G. M. Griffiths, 
Immunity 15, 751 (2001). 

66. M. Boes et al., Nature 48, 6901 (2002). 
67. A. Chow, D. Toomre, W. Garrett, I. Mellman, Nature 

418, 988 (2002). 
68. S. J. Turley et al., Science 288, 522 (2000). 
69. S. K. Bromley et al., Nature Immunol. 2, 1159 

(2001). 
70. M. L. Dustin, A. C. Chan, Cell 103, 283 (2000). 
71. J. G. Egen, M. S. Kuhns, J. P. Allison, Nature Immunol. 

3, 611 (2002). 
72. H. M. McConnell, T. H. Watts, R. M. Weis, A. A. Brian, 

Biochim. Biophys. Acta 864, 95 (1986). 
73. C. Wulfing, M. D. Sjaastad, M. M. Davis, Proc. Natl. 

Acad. Sci. U.S.A. 95, 6302 (1998). 
74. P. Y. Chan et al., J. Cell Biol. 115, 245 (1991). 
75. M. M. Al-Alwan, G. Rowden, T. D. Lee, K. A. West, 

J. Immunol. 166, 1452 (2001). 
76. H. A. Anderson, E. M. Hiltbold, P. A. Roche, Nature 

Immunol. 2, 156 (2000). 
77. R. W. Burry, Neurochem. Pathol. 5, 345 (1986). 
78. E. M. Ullian, S. K. Sapperstein, K. S. Christopherson, 

B. A. Barres, Science 291, 657 (2001). 
79. M.LD. is supported by NIH and the Irene Diamond 

Fund. D.R.C. is supported by NIH, the New York State 
Spinal Cord Injury Trust, the Canada Institutes of 
Health Research, the Canada Foundation for Innova- 
tive Programs, and a Canada Research Chair. 

65. J. C. Stinchcombe, G. Bossi, S. Booth, G. M. Griffiths, 
Immunity 15, 751 (2001). 

66. M. Boes et al., Nature 48, 6901 (2002). 
67. A. Chow, D. Toomre, W. Garrett, I. Mellman, Nature 

418, 988 (2002). 
68. S. J. Turley et al., Science 288, 522 (2000). 
69. S. K. Bromley et al., Nature Immunol. 2, 1159 

(2001). 
70. M. L. Dustin, A. C. Chan, Cell 103, 283 (2000). 
71. J. G. Egen, M. S. Kuhns, J. P. Allison, Nature Immunol. 

3, 611 (2002). 
72. H. M. McConnell, T. H. Watts, R. M. Weis, A. A. Brian, 

Biochim. Biophys. Acta 864, 95 (1986). 
73. C. Wulfing, M. D. Sjaastad, M. M. Davis, Proc. Natl. 

Acad. Sci. U.S.A. 95, 6302 (1998). 
74. P. Y. Chan et al., J. Cell Biol. 115, 245 (1991). 
75. M. M. Al-Alwan, G. Rowden, T. D. Lee, K. A. West, 

J. Immunol. 166, 1452 (2001). 
76. H. A. Anderson, E. M. Hiltbold, P. A. Roche, Nature 

Immunol. 2, 156 (2000). 
77. R. W. Burry, Neurochem. Pathol. 5, 345 (1986). 
78. E. M. Ullian, S. K. Sapperstein, K. S. Christopherson, 

B. A. Barres, Science 291, 657 (2001). 
79. M.LD. is supported by NIH and the Irene Diamond 

Fund. D.R.C. is supported by NIH, the New York State 
Spinal Cord Injury Trust, the Canada Institutes of 
Health Research, the Canada Foundation for Innova- 
tive Programs, and a Canada Research Chair. 

VIEWPOINT 

ALzheimer's Disease Is a Synaptic Failure 
Dennis J. Selkoe 

VIEWPOINT 

ALzheimer's Disease Is a Synaptic Failure 
Dennis J. Selkoe 

In its earliest clinical phase, Alzheimer's disease characteristically produces 
a remarkably pure impairment of memory. Mounting evidence suggests 
that this syndrome begins with subtle alterations of hippocampal synaptic 
efficacy prior to frank neuronal degeneration, and that the synaptic 
dysfunction is caused by diffusible oligomeric assemblies of the amyloid 1 
protein. 
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Among the remarkable opportunities emerg- 
ing from recent progress in molecular neuro- 
science, the prospect of understanding and 
preventing neurodegenerative diseases looms 
large. Disorders like Alzheimer's, Hunting- 
ton's, and Parkinson's diseases once epito- 
mized the mechanistic ignorance and thera- 
peutic nihilism surrounding human neurode- 
generation. But in the past decade, genes 
causing familial forms of such disorders have 
been identified, protein pathways involving 
the gene products have been delineated, and 
specific treatments directed at these pathways 
have begun to enter human trials. 

The example of Alzheimer's disease (AD) 
is of special interest to neuroscientists, not 
only because it is the most common of the 
brain degenerations, but also because it usu- 
ally begins with a remarkably pure impair- 
ment of cognitive function. Patients with this 
devastating disorder of the limbic and asso- 
ciation cortices lose their ability to encode 
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new memories, first of trivial and then of 
important details of life. The insidious disso- 
lution of the ability to lear new information 
evolves in an individual whose motor and 
sensory functions are very well preserved and 
who is otherwise neurologically intact. Over 
time, both declarative and nondeclarative 
memory become profoundly impaired, and 
the capacities for reasoning, abstraction, and 
language slip away. But the subtlety and vari- 
ability of the earliest amnestic symptoms, 
occurring in the absence of any other clinical 
signs of brain injury, suggest that something 
is discretely, perhaps intermittently, inter- 
rupting the function of synapses that help 
encode new declarative memories. A wealth 
of evidence now suggests that this "some- 
thing" is the amyloid P protein (A3), a 42- 
residue hydrophobic peptide with an ominous 
tendency to assemble into long-lived oli- 
gomers and polymers. 

New Ways to Approach the Problem 
As scientists proceed to decipher ever more 
precisely the basis of memory and cognitive 
impairments in AD, new rules for how this 
should be accomplished are emerging. First, 
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it has become clear that we must focus our 
clinicopathological analyses on the earliest 
stages in the disorder. Studying the brains of 
individuals dying (for other reasons) with 
minimal cognitive impairment (MCI) (1, 2), a 
very subtle memory syndrome that is often 
the harbinger of AD, is far more likely to 
yield compelling mechanistic and therapeutic 
insights than are further studies of late-stage 
AD brains. The enormous number of struc- 
tural and biochemical changes already docu- 
mented in the latter precludes their utility in 
identifying events that initiate AD-type neu- 
ronal dysfunction. The same is true for rodent 
models in which the process can be examined 
dynamically: The earlier one looks, the bet- 
ter. Synapse loss matters; loss of whole neu- 
rons comes later and matters less. Second, we 
must use methods that can reveal functional 
rather than just structural changes in the 
brain. The latest mouse models that coex- 
press transgenes encoding mutant human tau 
and amyloid 13 protein precursor (APP) (3) 
are particularly compelling and can be used 
to perform in vivo electrophysiological anal- 
yses and correlate the results with both be- 
havioral and biochemical measures. Third, 
we must emphasize studies of natural assem- 
blies of human A13 arising under physiologi- 
cal conditions. Synthetic A3 peptides have 
generally been applied at micromolar concen- 
trations (in contrast to the low nanomolar 
levels of natural A3 found in the brain and 
cerebrospinal fluid), and they can aggregate 
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