
ules-groups of nodes (for example, pro- 
teins and metabolites) that are responsible 
for discrete cellular functions (6). These 
modules are nested in a hierarchical fash- 
ion and define the cell's large-scale func- 
tional organization (8). 

The papers by Lee et al. (2) and Milo et 
al. (3) offer key support for the cellular or- 
ganization suggested by the complexity 
pyramid (see the figure). Using 106 tagged 
transcription factors of the budding yeast 
Saccharomyces cerevisiae, Lee et al. have 
systematically identified the genes to 
whose promoter regions these transcription 
factors (regulators) bind. After establishing 
transcription factor binding at various con- 
fidence levels, they uncovered from 4000 
to 35,000 genetic-regulatory interactions, 
generating the most complete map of the 
yeast regulatory network to date. The map 
allows the authors to identify six frequent- 
ly appearing motifs, ranging from multi- 
input motifs (in which a group of regula- 
tors binds to the same set of promoters) to 
regulatory chains (alternating regulator- 
promoter sequences generating a clear 
temporal succession of information trans- 
fer). A similar set of regulatory motifs was 
recently uncovered in the bacterium Es- 
cherichia coli by Alon and co-workers (9). 
In their new study, Milo, Alon and col- 
leagues provide evidence that motifs are 
not unique to cellular regulation but 
emerge in a wide range of networks, such 
as food webs, neural networks, computer 
circuits, and even the World Wide Web (3). 
They identified small subgraphs that ap- 
pear more frequently in a real network than 
in its randomized version. This enabled 
them to distinguish coincidental motifs 
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from recurring significant patterns of inter- 
connections. 

An important attribute of the complexi- 
ty pyramid is the gradual transition from 
the particular (at the bottom level) to the 
universal (at the apex). Indeed, the precise 
repertoire of components-genes, metabo- 
lites, proteins-is unique to each organ- 
ism. For example, 43 organisms for which 
relatively complete metabolic information 
is available share only ~4% of their 
metabolites (7). Key metabolic pathways 
are frequently shared, however, and-as 
demonstrated in this issue (2, 3) and else- 
where (9)-so are some of the motifs. An 
even higher degree of universality is ex- 
pected at the module level; although quan- 
titative evidence is lacking, it is generally 
believed that key properties of functional 
modules are shared across most species. 
The hierarchical relationship among mod- 
ules, in turn, appears to be quite universal, 
shared by all examined metabolic (8) and 
protein interaction networks. Finally, the 
scale-free nature (7) of the network's 
large-scale organization is known to char- 
acterize all intracellular relationships doc- 
umented in metabolic, protein interaction, 
genetic, and protein domain networks. The 
Milo et al. study now raises the possibility 
that the complexity pyramid might not be 
specific only to cells. Indeed, scale-free 
connectivity with embedded hierarchical 
modularity has been documented for a 
wide range of nonbiological networks. 
Motifs are now known to be abundant in 
networks as different as ecosystems and 
the World Wide Web. 

These results highlight some of the 
challenges systems biology will face in the 
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challenges systems biology will face in the 

coming years. Lately, we have come to ap- 
preciate the power of maps-reliable de- 
positories of molecular interactions. Yet ex- 
isting maps are woefully incomplete; key 
links between different organizational lev- 
els are missing. For example, we lack the 
systematic tools to map out lipid-protein or 
metabolite-transcription factor interactions 
in vivo. The topological relationships 
among pathways, motifs, modules, and the 
full network will also have to be studied in 
much more detail. Most important, maps 
must be complemented with detailed mea- 
surements of cellular dynamics, recording 
the timing of processes that take place 
along the links. This topic is increasingly 
studied within isolated motifs and modules 
(10) but has received relatively scant atten- 
tion at the whole-network level. Despite all 
of these recent challenges, an initial frame- 
work offering a rough roadmap appears to 
have been established. As we seek further 
insights, we increasingly understand that 
our quest to capture the system-level laws 
governing cell biology in fact represents a 
search for the deeper patterns common to 
complex systems and networks in general. 
Therefore, cell biologists, engineers, physi- 
cists, mathematicians, and neuroscientists 
will need to equally contribute to this fan- 
tastic voyage. 

References 
1. H. Kitano, Science 295, 1662 (2002). 
2. T. I. Lee et a., Science 298, 799 (2002). 
3. R. Milo et al., Science 298,824 (2002). 
4. D. Bray, Nature 376,307 (1995). 
5. U. S. Bhalla, R. lyengar, Science 283, 381 (1999). 
6. L H. Hartwell et aL, Nature 402, C47 (1999). 
7. H. Jeong et al., Nature 407, 651 (2000). 
8. E. Ravasz et al., Science 297, 1551 (2002). 
9. S. S. Shen-Orr et aL, Nature Genet. 31, 64 (2002). 

10. J. Hasty et al., Nature Rev. Genet. 2, 268 (2001). 

coming years. Lately, we have come to ap- 
preciate the power of maps-reliable de- 
positories of molecular interactions. Yet ex- 
isting maps are woefully incomplete; key 
links between different organizational lev- 
els are missing. For example, we lack the 
systematic tools to map out lipid-protein or 
metabolite-transcription factor interactions 
in vivo. The topological relationships 
among pathways, motifs, modules, and the 
full network will also have to be studied in 
much more detail. Most important, maps 
must be complemented with detailed mea- 
surements of cellular dynamics, recording 
the timing of processes that take place 
along the links. This topic is increasingly 
studied within isolated motifs and modules 
(10) but has received relatively scant atten- 
tion at the whole-network level. Despite all 
of these recent challenges, an initial frame- 
work offering a rough roadmap appears to 
have been established. As we seek further 
insights, we increasingly understand that 
our quest to capture the system-level laws 
governing cell biology in fact represents a 
search for the deeper patterns common to 
complex systems and networks in general. 
Therefore, cell biologists, engineers, physi- 
cists, mathematicians, and neuroscientists 
will need to equally contribute to this fan- 
tastic voyage. 

References 
1. H. Kitano, Science 295, 1662 (2002). 
2. T. I. Lee et a., Science 298, 799 (2002). 
3. R. Milo et al., Science 298,824 (2002). 
4. D. Bray, Nature 376,307 (1995). 
5. U. S. Bhalla, R. lyengar, Science 283, 381 (1999). 
6. L H. Hartwell et aL, Nature 402, C47 (1999). 
7. H. Jeong et al., Nature 407, 651 (2000). 
8. E. Ravasz et al., Science 297, 1551 (2002). 
9. S. S. Shen-Orr et aL, Nature Genet. 31, 64 (2002). 

10. J. Hasty et al., Nature Rev. Genet. 2, 268 (2001). 

PERSPECTIVES: ARCHAEOLOGY 

Climate and Human Migrations 
Tom D. Dillehay 

PERSPECTIVES: ARCHAEOLOGY 

Climate and Human Migrations 
Tom D. Dillehay 

A rchaeological records are affected 
by a variety of natural and cultural 
processes at a variety of spatial and 

temporal scales (1). A given cultural phe- 
nomenon may appear across a broad range 
of environments, or may be limited to a 
narrow range of environments and time 
periods. Paleoecological studies can help 
to discriminate between these cases. But 
most reconstructions of early human 
ecosystems are based on the excavation 
and interpretation of individual archaeo- 
logical sites. Paleoecological studies of 
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long-term climatic change are also often 
limited in scope (2). 

Integrative studies of multiple sites, 
multiple records, and larger areas over 
long time periods can dramatically change 
the interpretation (3-7). On page 821of 
this issue, Niunez et al. (8) demonstrate the 
power of such a comprehensive approach. 
They closely integrate paleoecological and 
archaeological analysis to study the long- 
term interaction between hunter-gatherers 
and changing environments over the last 
15,000 years in the Atacama desert of 
northern Chile. 

The authors examine why initial human 
occupation occurred about 2000 years lat- 
er in this hyperarid region than in more 
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humid forested regions in south central 
Chile (9), and several centuries later than 
in less arid areas in the central and south- 
ern Andes. They also ask why a long "Si- 
lencio Arqueologico" (a cultural hiatus in 
the archaeological record) took place be- 
tween 9500 and 4500 calendar years be- 
fore the present (cal yr B.P.). 

The possible reasons for these varia- 
tions in human presence considered by 
Nuiiiez et al. include migration lags, inhos- 
pitable late Pleistocene environments, bi- 
ased survey and visibility, and rapid and 
long-term abandonment of the region. The 
study illustrates the importance of integrat- 
ing local environmental and archaeological 
information in studying regional human 
ecosystems and in comparing the findings 
with other regions at a larger scale. 

The authors assume that high-altitude 
ancient lakes (paleolakes), mid-altitude 
grasslands (puna), and low-altitude wet- 
lands best indicate changes in habitat ex- 
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ploitation due to regional climat- 
ic change. Although they also 
examined open campsites, they 
concentrated their excavations 
on caves and rock shelters at dif- 
ferent elevations in these three 
settings. Caves and rock shelters 
usually contain evidence of 
long-term cycles of human occu- 
pation and abandonment. 

Nuiez et al. show that the 
reason for human occupation 
fluctuations and the Silen- 
cios Arqueologicos was sca 
climatic change. When o 
vegetation and animal life E Continental sh 
were abundant, mobile Subtropical de 

. Arid subtropice hunters moved into higher :: rsubtropic 
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and 10,500 cal yr B.P. Drylowmonta 

' '. , ' Humid low mo 
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higher paleolakes and low- ears of pre-c 
er wetlands between 9900 
and 8800 cal yr B.P. abl 
Around 9000 cal yr B.P., the paleo- werey 
lakes dried up and were abandoned but dt 
until about 4500 cal yr B.P., when spring 
human reoccupation occurred plains 
along the shorelines of reduced -11,0( 
lake levels. At this time, movement tivity I 
between paleolakes and wetlands primal 
was reestablished. Holoc 

The findings lend support to the 
hypothesis that some of the first people in 
the Atacama region focused on favorable, 
humid habitats such as lakes, springs, and 
streams during periods of decreased aridi- 
ty. During periods of increased aridity, 
people were absent at the higher eleva- 
tions, especially during the long Silencio 

Late Pleistocene archaeological site. In the 
scatter of stone artifacts and hearths of a ca 
10,300 cal yr B.P. The site is located 8 km from 
fog-covered valley floor of the Zaia River ir 
though no late Pleistocene sites appear on the 
present near springs in the distant hills of zone: 
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Archaeological and environm 
ontane forest 
e forest zones (13) in northern Peru. Pal 

gh-altitude grassland of flux in early archaeological reco 
eramic sites this region are due primarily to c[i 

change but also to technological c 
,resource availability, and social organization (14). F 

always present in the area from at least 11,000 cal y 
jring periods of increased aridity they primarily occ 
-fed wetlands at different elevations between the c 
and foothills. Zones 2 and 6 were inhabited only bel 
30 and 9000 cal yr B.P. Zones 1, 4, and 5 reveal hum; 
between 11,000 and 5000 cal yr B.P. Zone 3 was occ 
rily between 11,000 and 7000 cal yr B.P. Since thi 
ene, all areas have been inhabited intermittently. 

from 9000 to 4500 cal yr B.P. Niuniez et al. 
point out that in more humid conditions 
such as central Chile (10) and the central 
highlands of Peru, the Silencio does not 
exist or is reduced in time and space to 
"micro-Silencios." 

Around 14,600 cal yr B.P, when people 
occupied the rain- 
forests of south central 
Chile, there is no evi- 
dence of human occu- 
pation anywhere in the 
Atacama region. When 
favorable climatic con- 
ditions and biotic 

.oe n i regimes were estab- 
lished between 10,000 
and 9000 cal yr B.P., 
people colonized these 
previously inhospitable 
environments within a 
few hundred years, in- 
dicating that they lived 
nearby and perhaps oc- 
casionally probed and 

foreground is a dense explored the edges of 
mpsite dating around the region. 
and 800 m above the Such exploratory 

i the background. Al- behavior may account 
e valley floor, they are for the extremely low 
3. human activity ob- 

' served by Niuiez et al. in some en- 
i vironments during periods of ex- 

j treme climatic stress. Although 
fluctuations in aridity levels appear 
to be the primary factor influenc- 
ing continuities and hiatuses in the 
human presence, the authors also 
recognize that sampling bias and 
visibility may account for occupa- 
tional fluxes in certain places at 
certain times. 

The study raises other questions 
with important implications. It is 
clear that for climatic, social, and 
other reasons, people disappear 
from the archaeological record 
from time to time (see the figures). 

i Patterns of presence and absence 
need to be factored in when making :a N claims about early human migration 

ental and in extrapolating local site-spe- tterns cific findings from one region to 
rds n another. If other early human 
imatic 
dmatc ecosystems in the Americas varied 
3dapt- 
)eople across time and space as they did in 
r B. the Atacama, then initial human fr B.P., 

upied colonization could not have been a 

oastal blitzkrieg movement (11, 12) but 
tween was likely a stutter-step, character- 
an ac- ized by hesitancy followed by rapid 
:upied transience through or around inhos- 
e late pitable environments and slow mi- 

gration through hospitable ones. 
The report by Niniez et al. il- 

lustrates that our understanding of past 
ecosystems and early human migration 
and strategies of land use is enhanced by 
asking specific questions about specific 
habitat changes during reduced time pe- 
riods. By going beyond the comparison 
of local records and performing integra- 
tive research, we can shed light on the 
relation between human societies and 
climate change. 
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