
aul Dirac reputedly said that the 
Schr6dinger equation (SE) marked 
the end of chemistry: All answers 

could be calculated from the SE. The SE 
can indeed be solved exactly for some sys- 
tems, such as the hydrogen atom, and nu- 
merically to arbitrary precision for sys- 
tems with a small number of electrons. 
However, the many-body character of the 
SE sets a fundamental limit on the size of 
solvable systems (1). 

In a seminal paper, Hohenberg and Kohn 
(2) showed in 1964 that the SE, formulat- 
ed as an equation of an N-electron wave 
function of 3N variables, could be refor- 
mulated as an equation of the electron 
density with only three variables. Thanks 
to this tremendous simplification, densi- 
ty-functional theory (DFT) has become 
an invaluable alternative to the SE in 
most areas of physics and chemistry, as 
demonstrated at a recent workshop in Albu- 
querque, New Mexico (3). 

An important step toward applying 
DFT to real systems was taken in 1965 
when Kohn and Sham (4) published the 
Kohn-Sham (KS) equations, derived from 
the Hohenberg-Kohn theorem. The KS 
equations recast the SE problem of inter- 
acting electrons moving in an external ion 
potential into a problem of noninteracting 
electrons moving in an effective potential. 
The contributions to the total energy are 
divided into two main parts. The first part 
contains "easy-to-handle" terms-the ki- 
netic energies, the potential energies, and 
the classical Coulomb energies of the non- 
interacting electrons. 

The second part, the exchange-correla- 
tion energy, consists of the remaining ener- 
gies and thus incorporates many-body and 
quantum effects. It is customary to divide 
the exchange-correlation energy functional 
into an exchange part-for which there ex- 
ists an exact expression (although compu- 
tationally expensive to calculate)-and an 
unknown correlation part (5). 

The only unknown part of the KS equa- 
tions is then the exchange-correlation func- 
tional. If we knew this "divine" functional, 
all properties of a system could be calcu- 
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lated exactly, just as the properties of small 
systems can be calculated from the SE. 

The first step toward the divine functional 
was the local density approximation (LDA), 
where only the electron density at a point in 
the system is used for determining this 
point's contribution to the total exchange-cor- 
relation energy of the system (4, 6, 7). LDA 
assumes a homogeneous electron gas but al- 
so works amazingly well for inhomogeneous 
systems. It is still used extensively. 

Attempts to determine why the LDA 
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ter and platinum. Periodic boundary conditior 
creating extended metallic surface states. Str 
energy information can be calculated with D 
system is still beyond reach for high-level me 
ing the SE. An improved approximation for the 
correlation functional would increase the acci 
DFT calculations. 

worked so well led to an enhanced approx 
mate functional, the generalized gradier 
approximation (GGA), where some nonlc 
cal effects are incorporated by also using th 
gradient of the electron density for deter 
mining a point's contribution to the total ex 
change-correlation energy (8). In 1993 
Becke proposed to mix GGA with exact ex 
change (9), resulting in a hybrid functional. 

The GGAs and the hybrid functionals prc 
vided improved accuracy for molecular sys 
terns. Today, DFT is a popular tool not only i 
physics but also in chemistry. It is used, fc 
example, to determine structural properties c 
surface reconstructions in semiconductor 
and of oxides with large unit cells. Diffusio 
and reaction barriers are calculated in a var 
ety of many-ion systems. DFT is also exter 

* PERSPECTIVES 

sively used in gas-phase catalysis, where the 
metallic character of the catalyst makes tradi- 
tional SE methods inappropriate, and for de- 
termining phase diagrams (e.g., for steels). 

In recognition of the importance of DFT, 
Walter Kohn was awarded half of the 1998 
Nobel Prize in Chemistry (the other half was 
awarded to John Pople) (10). Today numer- 
ous approximate functionals are in use 
(11)-a sign of the method's utility but also 
an indication that none is suitable for all sys- 
tems. As the complexity of systems investi- 
gated by DFT grows (see the figure), the 
task of choosing the right functional be- 
comes increasingly difficult. 

Although DFT is an invaluable tool in 
investigations of complicated systems, we 
cannot yet rely solely on this tool but need 
to combine it with, for example, some ex- 
perimental data. Furthermore, recent studies 
involving surfaces have revealed unexpect- 
edly poor and inconsistent energy results 

(12, 13). Errors are much harder to 
estimate for DFT than for SE con- 

/CH3H tributions, making it difficult to 
know when DFT is likely not to 
give accurate results. 

For many years, improved numeri- 

j ,F' tcal techniques and faster algorithms 
have dominated efforts to improve the 
results of DFT calculations. Now a 

0i0 number of efficient DFT programs are 
available that, regardless of numerical 
method, give the same answer for a 
given functional. The remaining error 
stems from the exchange-correlation 
functional itself. To further improve 
the accuracy of DFT calculations, bet- 

face of wa- ter functionals need to be developed. 
is are used, To this end, a workshop was or- 
uctural and ganized by Sandia National Labora- 
FT, but this tories in August of this year (3). 
.thods solv- Opening remarks by Walter Kohn 
exchange- (University of California, Santa Bar- 

iracy of the bara) were followed by sessions on 
the deficiencies of present approxi- 
mate functionals, chaired by Michael 

i- Teter (Cornell University), and strategies for 
It developing improved functionals, chaired 
- by John Perdew (Tulane University). 
ie The two main strategies for developing 
r- improved functionals are the "Jacob's ladder" 

(14) and hybrid functionals (9). The Jacob's 
3, ladder scheme, advanced by Perdew and co- 

workers, is the traditional strategy in the 
physics community and is an extension of the 

- strategy that led to the GGAs. The philoso- 
s- phy is to keep everything that works in old 
n functionals while adding capability. The strat- 
)r egy can be viewed as a ladder with five 
)f rungs, leading up to the divine functional, the 
rs ultimate goal in functional development. 
)n The first rung is the LDA, using only the 
i- electron density. The next rung holds the 
i- GGAs, where the gradient of the density 
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adds refinement. The community is now 
working on the third rung, the meta-GGAs, 
where the kinetic energy density is intro- 
duced. The fourth rung approaches the divine 
functional by treating exchange exactly. For 
this to work, the exact exchange must be 
combined with a compatible correlation (14). 
The last rung retains the exact exchange and 
refines correlation by evaluating part of it ex- 
actly. The divine functional must have both 
exact exchange and exact correlation. 

The main strategy in the chemistry com- 
munity is to refine the use of hybrid func- 
tionals. The mix of exact exchange and GGA 
is usually determined by fitting to selected 
properties of certain groups of molecules. 
Anne Chaka (NIST) showed that different 
mixings are optimal for different properties. 
Varying the mixing throughout a system was 
proposed to circumvent this problem. Other 
speakers explored more radical routes, such 
as the subsystem functional scheme that di- 
vides a system into subsystems and uses dif- 
ferent, highly specialized, functionals in 
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these subsystems (15). Others include DFT 
for the Hubbard model (16) and phase-space 
functions and energy densities (17). 

As usual, the workshop raised more 
questions than it answered. Is it possible to 
reach the divine functional? Is any one 
path more promising than another? To be 
able to go further, do we need an approach 
radically different from the two main 
strategies? There was consensus that at 
least another order of magnitude improve- 
ment in calculated energy differences 
could be expected from DFT. This would 
tremendously expand the usefulness of 
DFT calculations and would enable pre- 
dictive quantitative results for systems 
from nanotubes to biopolymers. 
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In quantum mechanics, particles are divid- 
ed into two classes: bosons with integer 
spin and fermions with half-integer spins. 

As the temperature is lowered, an ideal gas 
of bosons undergoes a transition to a phase 
with a macroscopic occupation of the lowest 
single-particle state. This Bose-Einstein con- 
densation was recently realized in specially 
prepared dilute atomic gas clouds cooled to 
very low temperatures (1). But under normal 
circumstances, bosonic atoms form classical 
crystals, with the exception of 4He, whose 
light mass keeps it liquid to the lowest tem- 
peratures. Its superfluid transition can be 
viewed as a Bose-Einstein condensation 
among strongly interacting bosons. Much 
less attention has been paid to quantum mag- 
nets, where the competition between the 
classical crystalline and the quantum Bose- 
Einstein condensed ground states of bosons 
can be observed in another guise. 

The starting point is a crystalline array of 
dimers-pairs of ions with spin S = 1/2 that 
are coupled antiferromagnetically. Dimers 
made from two Cu2+ ions are ideal for this 
purpose. The ground state of each dimer is a 
singlet (a state with paired spins) (S = 0). 
The three excited states form a triplet (with 
parallel spins) (S = 1; S* = +1, 0, -1). A 
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triplet excited on one dimer can hop to a 
neighboring dimer; as a result, the triplet de- 
localizes in a way similar to electrons that 
become delocalized in crystals. The ground 
state of the dimer crystal is 
a singlet spin liquid with 
short-range correlations 
between spins. "t 

Consider now what , 

happens when an external 
magnetic field, Hz, is 
switched on. The field does 
not alter the singlet ground t (\ 
states but leads to a split- 
ting of the triplets, with the 
component that is parallel 
to the field lowered linearly tion plateau of 
with the field. The mini- net magnetizati 
mum energy needed to ex- uration value, th 
cite this component will be ions form a corn 
lowered too, and this ener- eight of the dim 
gy will reach zero at a criti- larized parallel tc 
cal field strength, Hcn. whereas the rerr 

The triplet components a weaker stagger 
with S = +1 can be re- 
garded as bosons with a hard core repul- 
sion, which prevents more than one boson 
from being present on a single dimer. The 
coupling to the magnetic field, which is 
proportional to the total magnetization, 
controls the boson density. The z-compo- 
nent of the exchange interactions generates 
a repulsion between neighboring bosons. 
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The result is a system of interacting bosons 
whose ground state is determined by the 
balance between the kinetic energy and the 
repulsive interactions. 

Consider first the case where the repul- 
sive interactions dominate. Here, the bosons 
will try to minimize the repulsive interac- 
tions. This will work best when the boson 
density per dimer is a simple rational frac- 
tion, because the bosons can then form a 
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simple superlattice. In this 
case there will be a finite 
energy cost to creating a 
separated interstitial-va- 
cancy pair in the bosonic 
superlattice. This causes a 
jump in the chemical po- 
tential versus boson num- 
ber, which translates as a 
plateau in the magnetiza- 
tion versus magnetic-field 
strength at a rational frac- 
tion of the saturation mag- 
netization (2). 

Such plateaus have 
been observed in a number 
of systems for some years 
(3, 4). However, a direct 
measurement of the mag- 
netic superlattice has only 
recently been achieved by 
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Kodama et al. (5), who used a high-field nu- 
clear magnetic resonance (NMR) technique 
on SrCu2(B03)2. This material is a frustrated 
two-dimensional lattice of Cu2 dimers and is | 
a realization of a spin model that was solved 2 
in zero field by Shastry and Sutherland (6). 

The frustrated form of the dimer lattice 
leads to a narrow bandwidth for the triplet ex- 
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