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still much to learn about the mechanisms in- 
volved in controlled mineral formation. 
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Making 3D a reality. The figure shows how texture and stereopsis suggest the same 
surface orientation in different ways. (Left) The gradual bottom-to-top decrease in tex- 
ture element size and spacing implies that the surface is slanting away toward the top. 
(Right) A random dot stereogram, with no changes in texture size or spacing, but with a 
bottom-to-top gradient in dot position disparity (between the right and left eye im- 
ages). Readers can either uncross their eyes to view the right pair of circles or cross their 
eyes to view the left pair. This stereogram produces the same percept of surface slant. 
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data limitations of monkey electrophysiol- 
ogy, which is ideal for examining circuit- 
level information processing but slow and 
indirect for measuring neuronal population 
activity in multiple brain areas. Vanduffel 
et al. used this parallel fMRI approach to 
show that organization of motion-based 3D 
processing in monkeys and humans is part- 
ly analogous, but also has some striking 
dissimilarities that may reflect functional 
differences in higher level visual areas. 

The stimuli used by Vanduffel et al. 
were "bent paper clip" figures undergoing 
rotation in depth, which produces 2D im- 
age transformations that convey 3D shape 
(13) [see their online movie (5) or repro- 
duce the phenomenon yourself by twirling 
a bent paper clip and observing its shad- 
ow]. The control stimuli were the same 
bent paper clip figures translating back 
and forth across the image plane. The 
contrast between fMRI responses to 3D 
rotation and 2D translation was used to 
identify brain regions sensitive to 3D 
shape-from-motion. 

Vanduffel and colleagues report that sev- 
eral areas are sensitive to 3D shape-from- 
motion in both species: V2, V3, and MT/V5, 
all of which are known to process motion 
and depth information. In the monkey, FST 
(fundus of the superior temporal sulcus) and 
V4 also responded preferentially to 3D stim- 
uli. Area FST has no identified homolog in 
humans. Human V4 has been partially iden- 
tified: The ventral portion (V4v), represent- 
ing the upper visual field, has been localized 
with retinotopic mapping (11, 12). Human 
V4v does not appear to have been differen- 
tially activated in this study. The expected lo- 
cation for dorsal human V4 (V4d) would be 
posterior to MT/V5, although retinotopic 
mapping suggests that no V4d homolog 
exists in this location (14). This area (la- 
beled LOS by Vanduffel et al.) did respond 
preferentially to motion-based 3D shape. 
Previous fMRI studies have shown that this 
region is also sensitive to motion-defined 
boundaries (14-16). 

The most striking interspecies differ- 
ences were found in the intraparietal sul- 
cus (IPS). There were four distinct foci in 
human intraparietal cortex. These corre- 
sponded to previously identified regions 
sensitive to motion and shape-from-motion 
(17, 18). In the monkey, no differential ac- 
tivity was observed in IPS. The homology 
between human and monkey parietal areas 
is uncertain, but the complete lack of ac- 
tivity in monkey IPS suggests a strong 
species difference. 

In contrast with these results, a previ- 
ous study in anesthetized monkeys by 
Sereno and colleagues (19) revealed sever- 
al foci in the IPS with preferential re- 
sponses to motion-based (and texture- 
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based) 3D shape. Sereno et al. also found 
activity in middle and anterior STS (supe- 
rior temporal sulcus), which Vanduffel et 
al. did not. On the other hand, Vanduffel 
et al. found activity in V4, whereas 
Sereno et al. did not. Some of these dis- 
crepancies could reflect different signifi- 
cance criteria. There are certainly differ- 
ences between anesthetized and awake 
visual responses, but one would expect 
higher level visual areas in IPS and STS 
to be less sensitive rather than more sensi- 
tive to 3D structure under anesthesia. The 
most likely cause for the widely dis- 
crepant activation patterns is stimulus dif- 
ferences. Sereno et al.'s shapes were com- 
posed of surfaces (defined by moving 
dots), which may be more effective stim- 
uli for dorsal pathway areas in IPS and 
STS (upper bank) as discussed above. 
Vanduffel et al. presented their subjects 
with bent paper clip stimuli composed of 
3D-oriented limbs, which may be more 
effective for stimulating ventral pathway 
areas like V4 (10). 

More surprising are the discrepancies 
between these two fMRI studies and a 
number of electrophysiological studies, in- 
cluding those by Tsutsui et al. There is 
now electrophysiological evidence for 3D 
surface orientation tuning in CIP (4, 6, 7) 
(based on stereoscopic, texture gradient, 
and perspective cues) and in MT/V5 (8, 9) 
(based on stereoscopic and motion paral- 
lax cues). There is also evidence for 3D 
bar orientation tuning in V4 (10) (stereo- 
scopic cues) and 3D shape tuning in IT 
(inferotemporal) cortex (20, 21) (stereo- 
scopic cues). MT/V5 has also been specif- 
ically implicated in 3D shape-from-motion 
processing (22). One might predict that 
all of these areas would be differentially 
sensitive to 2D versus 3D shapes, but on- 
ly MT/V5 gave a positive result in both 
fMRI experiments. The inconsistencies 
could be due to depth cue differences-the 
fMRI studies were based on motion, where- 
as the electrophysiological studies were 
based on stereoscopic disparity, texture gra- 
dients, and perspective. However, one 
would expect that visual areas processing 
3D structure would, like CIP, take advan- 
tage of multiple cues (4, 6, 7). 

The more general explanation for these 
discrepancies may be that information pro- 
cessing at the local circuit level does not 
necessarily correlate with neuronal popu- 
lation activity measured by fMRI. Electro- 
physiology strongly indicates 3D process- 
ing in CIP (4, 6, 7) and IT cortex (20, 21), 
but this need not entail enhanced popula- 
tion-level responses to 3D stimuli. If posi- 
tive and negative response changes at the 
local level balance out on a larger scale, 
CIP and IT cortex would exhibit equiva- 

lent overall responses to 2D and 3D stimuli, 
as observed by Vanduffel and co-workers. 

Conversely, differential population ac- 
tivity does not necessarily imply any spe- 
cific kind of information process- 
ing-preference for 3D stimuli does not 
have to signify tuning for 3D structure. A 
given area may represent non-3D informa- 
tion but still respond best to 3D stimuli, 
perhaps because they are more complex, 
coherent, realistic, or object-like. Conclu- 
sions about 3D processing depend on care- 
ful controls (Vanduffel et al. specifically 
controlled for the effects of 2D rotation 
and expansion/contraction; Sereno et al. 
controlled for local motion coherence and 
2D boundary shape differences) and elec- 
trophysiological confirmation at the local 
circuit level. 

All of this highlights the need for an 
evolving interplay between large-scale 
imaging studies (like that of Vanduffel et 
al.) and fine-scale analysis of neural 
mechanisms (like that of Tsutsui et al.). 
Imaging techniques can be used to assess 
whole-brain activity, and they provide 
the critical link between monkey and hu- 
man vision. Electrophysiology addresses 
circuit-level information processing and 
remains important for interpreting the 
population-level differences revealed by 
fMRI. Every imaging result poses ques- 
tions for a future electrophysiological ex- 
periment, and vice versa. Imaging and 
electrophysiological experiments with 
equivalent stimuli and perceptual condi- 
tions will be required to fully elucidate 
how the brain constructs a 3D reality from 
its 2D sensory inputs. 
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