
tage of being an evergreen: not photosyn- 
thesizing year-round, as some researchers 
have assumed, but instead being able to 
ramp up quickly in spring, to obtain a lot of 
seasonal carbon and grow," Monson says. 

Biennial plants even welcome a winter 
break, speakers at the ASPB meeting said. 
Biennials-including many crops, garden 
favorites, and weeds-bloom only in their 
second season, after exposure to prolonged 
cold. Getting this reproductive timing right 
is critical so that flowers can attract pollina- 
tors and best disperse seeds. 

In one talk, Richard Amasino, a bio- 
chemist at the University of Wisconsin, 
Madison, described the emerging molecular 
mechanics behind "vernalization": a bien- 
nial plant's use of the cold season as a time- 
out, a transition from growing leaves and 
shoots to preparing for a burst of spring 
flowering. "These plants have evolved a way 
to measure winter and wait until it's been 
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cold enough, long enough, to signify 
spring," Amasino says. 

In the past few years, Amasino; Caro- 
line Dean, associate research director at the 
John Innes Centre in Norwich, U.K.; and 
others have been unraveling the biochem- 
istry that causes Arabidopsis to overwinter 
and delay flowering. The researchers have 
found that as cold sets in, a gene dubbed 
FRIGIDA promotes the buildup of the 
flowering locus C (FLC) transcript, a re- 
pressor protein that blocks genes for flow- 
ering. After a period of cold, the plant's 
FLC levels drop, allowing flowers to 
emerge when temperatures warm. 

By creating Arabidopsis mutants that 
flower off schedule, the team has found a 
handful of additional vernalization 
genes. Dean's lab last month reported 
finding the gene VRN1, which helps shut 
down FLC so spring flowers can bloom 
(Science, 12 July, p. 243). 
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Dean says that Arabidopsis likely bears a 
key set of floral genes that, when activated, 
switch on flowering. Vernalization proteins 
represent just one biochemical pathway that 
can activate those flowering genes, she says. 
Other pathways, lined with proteins that 
sense the day's length (photoperiod), for in- 
stance, or developmental changes can also 
trigger those same genes. "My view is these 
sets of pathways have somewhat overlapping 
functions to reinforce each other," Dean says. 
"So the plant says, 'I've had longer days and 
enough cold, so I'm doubly sure it's O.K.- 
it's spring, it's time to flower.'" 

The emerging research could help 
plant breeders improve yields of biennial 
crops such as alfalfa and sugar beets, 
adds Jan Zeevaart, a botanist at Michigan 
State University in East Lansing. With 
molecular tools in hand, the science 
should blossom. 
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Near the middle of Vienna's sprawling Central 
Cemetery stands the imposing tomb of Lud- 
wig Boltzmann, the 19th century Austrian 
physicist who first connected the motions of 
atoms and molecules to temperature, pres- 
sure, and other properties of macroscopic 
objects. Carved into the gravestone, a single 
short equation serves as the great 
man's epitaph: S= klnW. No less im- 
portant than Einstein's E = mc2, the 
equation provides the mathematical 
definition of entropy, a measure of 
disorder that every physical system 
strives to maximize. The equation 
serves as the cornerstone of"statisti- 
cal mechanics," and it has helped 
scientists decipher phenomena rang- 
ing from the various states of matter 
to the behavior of black holes to the 
chemistry of life. 

But roll over, Boltzmann. A mav- 
erick physicist has proposed a new 
definition of entropy, and his idea 
has split the small and already con- Into t 
tentious community of statistical cists u 
physicists like a cue ball opening a 
game of pool. Supporters say the new defi- 
nition extends the reach of statistical me- 
chanics to important new classes of prob- 
lems. Skeptics counter that the new theory 
amounts to little more than fiddling with a 
fudge factor. 
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The new definition gives insight into 
the myriad physical systems that verge on 
a kind of not-quite-random unpredictabili- 
ty called "chaos," says Constantino Tsallis 
of the Brazilian Center for Research in 
Physics in Rio de Janeiro. Tsallis proposed 
the definition in 1988, and since then re- 
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searchers have applied it to subjects from 
the locomotion of microorganisms to the 
collisions of subatomic particles, and from 
the motions of stars to the swings in stock 
prices. The new definition appears to ac- 
count for subtleties in the data exceedingly 
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well, Tsallis says. It also probes a gap in 
Boltzmann's reasoning that Einstein spot- 
ted nearly a century ago. 

But many physicists remain highly skepti- 
cal. So-called Tsallis entropy simply adds an- 
other mathematical parameter that physicists 
can twiddle to make their formulae better 
match the data, says Itamar Procaccia of the 
Weizmann Institute of Science in Rehovot, 
Israel. "It's just mindless curve-fitting," he 
says. Joel Lebowitz of Rutgers University in 
Piscataway, New Jersey, says that researchers 
crank out papers on the new entropy by the 
dozen (Tsallis lists nearly 1000 of them on 
his Web page, tsallis.cat.cbpf.br) but that 

most contain few physical insights. 
"The ratio of papers to ideas has gone L 

to infinity," he says. 
Several well-respected physicists, ? 

however, say that the skeptics have z 
closed their minds to a potentially | 
fruitful innovation. "It's ridiculous to z 
reject this out of hand," says E. G. D. , 
Cohen of Rockefeller University in | 
New York City. Michel Baranger of u 
the Massachusetts Institute of Tech- 

u 

nology (MIT) in Cambridge says | 
that behind the skepticism lurk more a 

personal misgivings about Tsallis, 0 
who traverses the globe stumping E 

for his idea. "He spends an enor- 3 

)hysi- mous amount of time making sure o 
his work gets recognition," Baranger I 
admits, but that doesn't mean his > 

idea isn't a good one. 
Counting the ways. Anyone who has | 

ever touched a hot burner should have an in- | 
tuitive feel for the concept of entropy. As - 
heat flows from the metal of the burner into , 
the flesh of a finger, it jiggles the atoms and u 
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molecules in the digit, knocking them out of 
their usual, painless order and leaving them 
in excruciating disarray. The amount of dis- 
order determines the entropy of the fingertip. 

In the 1870s, when most physicists still 
doubted the very existence of atoms and 
molecules, Boltzmann provided the essen- 
tial mathematical link between the positions 
and velocities of the tiny particles and 
macroscopic quantities such as heat and 
temperature. Boltzmann realized that the 
positions and velocities of the atoms or 
molecules within an object could be re- 
arranged in many different ways with- [ 
out changing the object's macroscopic T 
properties. The entropy of the object, s 
he reasoned, simply equals a constant, k p 
in modem notation, times the logarithm l( 
of the number of equivalent microscop- 
ic arrangements-a gargantuan number 
denoted W. With that definition Boltz- 
mann bridged the conceptual chasm 
between the macroscopic and micro- tl 
scopic realms. 

Or rather, he vaulted across it. At a P 
key point in his analysis, Boltzmann c 
simply assumed that the molecules 
shift from one microscopic configu- 
ration to the next in such a way that 
every possible arrangement is equally 
likely. But that isn't necessarily true, as 
Einstein noted in 1910. How the system 
moves from one configuration to the next 
depends on the precise interactions be- 
tween the molecules, and the details of 
these "dynamics" might make some con- 
figurations more likely than others, Ein- 
stein observed. If that's the case, Cohen 
says, the equation for entropy might take a 
different form: "Tsallis entropy is the first 
example in classical statistical mechanics 
that there is something to Einstein's idea." 

Tsallis allows the probabilities of dif- 
ferent configurations of particles to vary 
only in certain ways. Each configuration 
can be thought of as a single point in a 
vast abstract "phase space," typically with 
six times as many dimensions as there are 
particles in the system (three for position, 
three for velocity). As the particles change 
configuration, the system traces out a 
complicated path in this space. 

Boltzmann essentially assumed that the 
system would wander so that it spent the 
same amount of time in each equally sized 
region of phase space. In contrast, Tsallis 
assumes that the system follows a path 
that has the shape of a fractal, a curious 
mathematical object that can have, for ex- 
ample, 2.381 dimensions and that looks 
essentially the same no matter how much 

u it is magnified (see figure). The fractal 
limits the ways the system can get from 

I one patch of phase space to another much 
as an airline's routes might limit the ways 

a traveler can get from New Orleans to 
Chicago, Tsallis says. "The two airports 
aren't connected," he says, "so you can't 
go from one to the other without going 
through Houston." 

To account for such fractal paths, Tsal- 
lis changed the mathematical form of the 
definition of entropy and introduced a new 
parameter, q (see box). The new definition 
encompasses the old one, Tsallis says, as 
the two formulae are identical when q 

)oing the Math 
sallis entropy involves a power law: For an isolated 
ystem, Wis raised to the power 1 - q. But when the 
sarameter q goes to 1, the Tsallis entropy equals the 
ogarithmic Boltzmann entropy. 

1-q Tsais -q _ SBolzmannknW 

Although the equation on Boltzmann's grave cap- 
ures the essence of his insight into entropy, he never 
vrote it down himself. It was German physicist Max 
lanck who, in 1900, first put it into the form that be- 
ame Boltzmann's epitaph. -A.C. 

equals 1. But when q differs from 1, the 
new entropy behaves in important new 
ways. For example, the entropy of an entire 
system no longer equals the sum of the en- 
tropies of its various parts. Systems that 
behave this way are 
called nonextensive, 
Tsallis says, and 
many systems on the 
verge of chaos dis- 
play this property. 

Tsallis stresses 
that conventional en- 
tropy still applies 
whenever an object 
or system is in ther- 
modynamic equilib- 
rium, a placid state 
in which it has a 
well-defined uni- Don't go there. Where 
form temperature. (left), Tsallis's stick to pa 
The new entropy 
comes into play, Tsallis says, primarily 
when a system is far from equilibrium, ei- 
ther because of some peculiarity of its dy- 
namics or because an outside force con- 
tinually perturbs it. But such systems are 
hardly rare special cases, says MIT's 
Baranger. "Actually, most of the systems 
in the universe are not in thermal equilib- 
rium," he says, so Tsallis's work might 
open many new avenues of research. 

A theory of q. Both proponents and 
skeptics agree that it's not enough to extract 
the value of q from the data; the case for the 
new entropy rests on determining what q 

means and how to predict its value. Chris- 
tian Beck of the University of London might 
have taken a key first step in that direction 
last year with his analysis of turbulence. 
Beck studied data accumulated by Harry 
Swinney and Gregory Lewis of the Univer- 
sity of Texas, Austin, who had produced tur- 
bulent flows by placing a liquid in the space 
between two cylinders and then spinning the 
inner cylinder. Swinney and Lewis com- 
pared the velocity of the flow at two differ- 

ent positions around the cylinder. 
Beck showed that the Tsallis ap- 

proach nicely accounted for the ob- 
served variations in velocity-some- 
thing that Boltzmann's entropy can't do. 
More important, Beck produced an 
equation that connected the value of q 
to temperature variations from place to 
place in the roiling liquid-the first 
time anyone had derived q from details 
of a system's interactions. 

The work doesn't quite clinch the 
case for Tsallis entropy, Swinney 
says, because no one has proved that 
the temperature varies in just the way 
Beck presumed. Although measuring 
the temperature distribution won't be 
easy, Swinney says, "that's a hypothe- 

sis that can be tested." 
Ultimately, nature will reveal whether 

Tsallis entropy belongs among the estab- 
lished concepts of statistical mechanics or on 
the scrap heap of bright, but failed, ideas. 

normal systems wander all over "phase space 
itchy fractals. 

And if Boltzmann's fate is any guide, even 
affirmation might come only slowly and cru- 
elly. Boltzmann's work met with hostility 
during his lifetime, and the physicist hanged 
himself in 1906-just a few years before his 
ideas were vindicated. Not until 1933 did au- 
thorities move his body to a place of honor 
and erect the headstone that memorializes 
his great insight. In the study of entropy, it 
seems, acceptance comes only at the end of a 
long and disorderly path. 

-ADRIAN CHO 
Adrian Cho is a freelance writer in Grosse Pointe 
Park, Michigan. 
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