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shown in Fig. 4, indicating the egg-type 
structure of Cu-Sn-rich core with a Sn-Bi- 
rich periphery. The commercial size of a 
Cu core ball plated with Pb-Sn eutectic 
solder is -700 pLm, but a size of <100 pjm 
is required for the chip-scale package, 
which is very difficult to produce by the 
conventional plating method. As shown in 
Fig. 4, the size of egg-type powder is -80 
p.m. 

The egg-type powder can be obtained in 
many alloy systems that possess a liquid mis- 
cibility gap. This simplified fabrication meth- 
od may open up new applications for these 
alloy materials. 
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The absorption of solar energy by molecules 
in the Earth's atmosphere and the subsequent 
energy transfer processes are of enormous 
importance in understanding global climatol- 
ogy. Despite the immense amount of experi- 
mental and theoretical work incorporated into 
atmospheric models, as much as 30% of solar 
radiant flux is not accounted for (1-4). Water 
is the dominant absorber in the Earth's atmo- 
sphere and plays a central role in climate 
evolution. However, this role is complicated 
and difficult to quantify, and there is substan- 
tial controversy over how well water absorp- 
tion is modeled (5-8). Much of the contro- 
versy arises from the near-infrared (near-IR), 
visible, and near-ultraviolet (near-UV) por- 
tions of the spectrum, where water exhibits 
large numbers of weak spectroscopic transi- 
tions. These features occur at the peak of the 
solar spectrum and contribute a significant 
fraction of the total solar energy deposited in 
the atmosphere (9). Because the small inten- 
sities of the individual absorptions are diffi- 
cult to measure accurately, theoretical calcu- 
lations of water absorption profiles in these 
spectral regions can improve atmospheric 
models. However, the accuracy of these cal- 
culations must be independently confirmed 
for this approach to gain widespread accep- 
tance. A number of other fields would also 
benefit from a better understanding of the 
water absorption spectrum, including the 
study of sunspots (10), cool star evolution 
(11), and rocket exhausts (12), as well as 
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other disciplines in which water occurs in 
extreme environments. 

The absorption spectrum of water, from 
the far-IR to the near-UV, is controlled by its 
electric dipole moment and the changes of 
this moment with vibrational motions. Mo- 
lecular vibrations are specified by the poten- 
tial energy surface (PES), which provides the 
total energy as an analytic function of internal 
coordinates used to describe molecular geom- 
etries. Similarly, the first moment of the 
charge distribution is given by the dipole 
moment surface (DMS). High-quality poten- 
tial and dipole surfaces are both needed for 
the calculation of spectral intensities. Tech- 
niques for combining ab initio computations 
and experimental spectra to produce potential 
energy surfaces are well developed, and ac- 
curate potentials exist for water (13, 14), 
including those that go beyond the Born- 
Oppenheimer approximation (15). 

The situation is less advanced for dipole 
moment surfaces. Ab initio calculations of 
dipole moments converge differently from 
those of energies and hence do not obey the 
variational principle. Thus, calculations that 
give comparable energies can produce quite 
different moments (16-18). Even when high- 
quality dipole moment calculations exist for a 
broad range of configurations, the choice of 
how to best parameterize the DMS is not 
trivial (19). Empirical DMSs rely on absolute 
spectroscopic intensity measurements, which 
are notoriously difficult to carry out with high 
accuracy. Moreover, it is surprisingly diffi- 
cult to prepare simulated atmospheric sam- 
ples containing accurately known densities of 
water (20). Even if one could measure accu- 
rate intensities, it is difficult to determine an 
accurate DMS from intensity measurements 
alone, as the inversion process would require 
an extremely accurate PES (21). Better mod- 
eling of the water absorption spectra, partic- 
ularly the weak transitions in the visible and 
UV regions, requires new sources of accurate 
dipole moment data that can test and refine 
both ab initio and empirical DMSs. Perma- 
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nent dipole moments obtained from spectro- 
scopic measurements of the Stark effect (22) 
can be highly accurate and do not depend on 
sample conditions (23-25). Stark coefficients 
can have accuracies better than 0.1%, in con- 
trast to long path absorption measurements 
where 10% uncertainties are typical. Stark 
measurements of ground state and low-lying 
excited-state moments have been used to im- 
prove the water DMS for geometries near 
equilibrium (26). However, the regions of the 
DMS most relevant to the visible and UV 
water spectrum involve geometries far from 
equilibrium, in particular near the inner wall 
of the potential (27). Dipole moment data 
from high vibrational states provide a probe 
sensitive to large portions of configuration 
space and serve to improve the DMS global- 
ly, including those geometries relevant to the 
absorption spectrum. 

We present measurements of Stark coef- 
ficients and electric dipole moments of highly 
excited vibrational states of water. These ex- 
periments combine the technique of vibra- 
tionally mediated photodissociation (28, 29) 

with pump and probe quantum beat spectros- 
copy (30), to make Doppler-free measure- 
ments of Stark-induced splittings within 
highly excited quantum states. The results of 
these experiments are used to test some of the 
best PESs and DMSs currently available. 

All of the experiments presented here 
were carried out on water molecules in rota- 
tional states having one unit of angular mo- 
mentum (J = 1). When placed in a labora- 
tory electric field, E, J = 1 energy levels split 
into two components, J = 1, M = 0 and J = 
1, M = ?1, which have different energies 
and spatial orientations. The energy differ- 
ence between the M = 0 and M = +1 
components, AW = Wo - W1, is called the 
Stark splitting and is commonly written in 
frequency units as v = A W/h. The Stark 
splitting is proportional to E2 (22), so we 
write v = CE2 and refer to C as the Stark 
coefficient of the state being studied. Because 
C is directly related to the permanent dipole 
moment of the molecule (22), experimentally 
observed Stark coefficients are the standard 
source of dipole moment data. 
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Fig. 1. Schematic energy level diagram describ- 
ing the excitation scheme used to observe 
quantum beats in the (4,0)-, 110 state of water. 
Wavelengths and typical delay times are: X, = 
725 nm, X2 = 266 nm, k3 = 308 nm, 'r -' T = 

400 ns, and 3 - 'r = 20 ns. 
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Fig. 2. Stark-induced quantum beats in the 
(4,0)-, 110 state of water for At = 405.6 ns. 
Data are shown as filled circles. The solid line 
is S = (k, - kzE)[1 - k3sin(2TrCE2At + ())], 
where k, through k3 are parameters describ- 
ing the slope and decay of the quantum 
beats, 4 is a phase angle, and C is the desired 
Stark coefficient. 

Table 1. Observed and calculated Stark coefficients for water in units of Hz(V/cm)-2. The numbers in 
parentheses are one standard deviation in experimental precision. Absolute accuracy is estimated to be 
0.5%. Ka is the approximate projection of the total angular momentum J along the rotational axis with 
the smallest moment of inertia; Kc is the approximate projection of J along the rotational axis with the 
largest moment of inertia. JKaK is the quantum number assignment of the vibrational state. 

V J.K Cobs 
. Percent difference 
cJKaa iobs (calc - obs)/obs 

(4,0)- 101 0.4372(8) 0.4413 0.95% 
(4,0)- 1i, 0.3160(9) 0.2871 -9.2% 
(4,0)- 110 0.5097(10) 0.5060 0.72% 
(5,0)- 101 0.4277(7) 0.4343 1.5% 
(5,0)- 1,, 0.3032(7) 0.2849 -6.1% 
(5,0)- 10 0.5077(4) 0.4996 -1.6% 
(8,0)+ 101 0.4953(16) 0.5058 2.1% 
(8,0)+ 1, 0.4250(10) 0.4154 -2.3% 
(8,0)+ 1,0 0.6.657(38) 0.6667 0.2% 

We measure the Stark splitting, v, using 
Nd:yttrium-aluminum-gamet lasers with 

pulse widths of about 10 ns. In the example 
shown in Fig. 1, the experiment begins with a 

pulse PI, at time T, which excites a J = 1 
level of a vibrational state having four quanta 
of O-H stretch. In the presence of an external 
electric field, the 10-ns laser pulse creates a 
wave packet containing both J = 1, M = 0 
and J = 1, M = + 1 states. Classically, this 
wave packet precesses around the direction of 
the dc electric field at a frequency equal to 
the Stark splitting, v (31). The alignment of 
the wave packet at a later time T2 is detected 
with a second laser pulse, P2, which excites 
water molecules to the repulsive A1B, elec- 
tronic state, where they immediately dissoci- 
ate to form OH + H photofragments (28, 29). 
The efficiency of this laser-induced photo- 
fragmentation depends on the alignment of 
the wave packet relative to the polarization of 
P2 (32). The concentration of OH radicals 
generated by P2 depends on how far the wave 
packet has precessed in the time interval At = 
T2 - T1. The OH radicals created by P2 are 
detected with a third laser pulse, P3, occur- 
ring at time T3, which generates an OH laser- 
induced fluorescence (LIF) signal (28, 29). 

We monitored the OH LIF signal as we 
scanned the strength of the applied field, E, at 
a fixed value of At (33). The polarization of 
the laser pulse P2 was chosen to produce a 
minimum OH signal when E = 0, corre- 
sponding to a zero precession frequency. The 
electric field value that generates one-half 
revolution of precession in the time period At 
produced a maximum LIF signal. Increasing 
E to double the precessional frequency, v, 
produced a full cycle of rotation in the time 
At, which again gave a minimum OH signal. 
This process was continued for many cycles. 
Because v = CE2, a plot of the LIF signal 
versus E2 displays the oscillations (i.e., quan- 
tum beats) arising from the precessing wave 

packet (Fig. 2). From these data we extracted 
accurate Stark coefficients for highly excited 
states of water. 

The vibrational states of H2O studied here 
contained 4, 5, or 8 quanta of OH stretch, and 
are best described with local mode basis func- 
tions, (v,0) and (0,v), having all of the excita- 
tion in either one or the other of the two iden- 
tical OH bonds (34). For a molecule containing 
v quanta OH stretch, the observed eigenstates, 
labeled (v,0)+ and (v,0)-, are respectively the 

symmetric and antisymmetric linear combina- 
tions of the two basis functions (34, 35). Using 

Table 2. Vibrational state dipole moments of wa- 
ter, in Debye. 

(4,0) (5,0) (8,0) 

P'b 1.874 1.857 1.796 
Ra 0.291 0.344 0.584 
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this notation, we report here Stark-induced pho- 
tofragment quantum beat measurements in the 
(4,0)-, (5,0)-, and (8,0)+ vibrational states (36), 
using the lol, 11, and 11o asymmetric top 
rotational levels (22) in each case. The nine 
Stark coefficients observed for the three J = 1 
levels in three vibrational states are listed in 
column three of Table 1. 

To extract dipole moments from these 
coefficients, we must consider two particular- 
ities related to the near degeneracy of the 
(v,0)- and (v,O)+ states that are not included 
in a conventional Stark analysis. First, an 
electric dipole transition moment lying along 
the a inertial axis connects these two vibra- 
tional states, and this Stark interaction must 
be included in the analysis. Thus, each ob- 
served Stark coefficient depends on both the 
permanent moment, pb, within the vibration- 
al state and the transition moment, ^a, con- 
necting the (v,0)- and (v,0)+ vibrational 
states. The second factor arises because the 
splitting between (v,0)- and (v,0)+ is small 
relative to rotational spacings. This condition 
requires the use of a Hamiltonian that explic- 
itly contains the local-mode vibrational wave 
functions. Lehmann (37) has developed a 
Hamiltonian that begins with the two local- 
mode states, (v,0) and (0,v), and treats simul- 
taneously the interaction between these states 
and overall molecular rotation. Using this 
formalism, we obtain the a and b dipole 
moment components, listed in Table 2, of the 
local-mode basis states. 

Together with previous measurements for 
lower vibrational states (23-25), our mea- 
sured permanent and transition dipole mo- 
ments for v = 4, 5, and 8 provide a rigorous 
test of calculated PESs and DMSs, particu- 
larly because the (8,0)+ level is more than 
halfway to dissociation of the OH bond and 
has classical turning points extending from 
-0.25 to +0.6 A. The most direct way to 
make this test is to calculate the Stark coef- 
ficients and to compare them with the mea- 
sured values given in Table 1. We chose a 
PES and DMS and used the variational pro- 
gram DVR3D (38) to calculate dipole mo- 
ment matrix elements. The resulting matrix 
elements were then squared, combined with 
experimentally known energy spacings (39), 
and summed to generate the Stark coefficient, 
C. We performed these calculations with var- 
ious combinations of Partridge and Schwen- 
ke's PES (15), a newly fitted PES (40), the 
DMS of Partridge and Schwenke (14), and 
the revised DMS of Schwenke and Partridge 
(19). Each combination gave surprisingly 
similar results, with different C values agree- 
ing to within 1%. We consider the C values 
obtained from the most recent PES (40) and 
the revised DMS (19) (column four of Table 
1) to be the most accurate. 

The calculated Stark coefficients differ 
from our measured values by up to -9.2% 

REPORTS 

[for the Il rotational level of the (4,0)- 
state], with those that are most sensitive to Pia 

being consistently too small. These discrep- 
ancies do not arise from coincidental connec- 
tions to other close-lying vibrational states 
because the nuclear motion calculations ex- 
plicitly include these interactions (41). The 
percentage differences listed in column five 
of Table 1 focus attention on limitations of 
the surfaces used. Four different calculations 
using two different PESs and two different 
DMSs gave similar results. The two PESs 
used (15, 40) are completely independent of 
one another, whereas the two DMSs are dif- 
ferent analytical fits of the same set of dipole 
moment calculations (14, 19). This result 
suggests that the source of discrepancy with 
experiment is related to the DMS. New ab 
initio calculations (42). with large augmented 
basis sets (aug-cc-pV6Z) suggest that the Par- 
tridge and Schwenke dipole surfaces (14, 19) 
systematically underestimate the water dipole 
moment as one bond is extended. These are 
precisely the geometries probed in the current 
experiments. 

Our data, together with the permanent 
and transition moments derived from them, 
serve as benchmarks for testing both DMSs 
and PESs. The best surfaces currently 
available do not accurately reproduce our 
results. New DMSs (42) and PESs (40, 42) 
that can produce more accurate Stark coef- 
ficients should provide a better description 
of the water absorption spectrum, which is 
critical for understanding water's role in 
the Earth's atmosphere. 
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