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decades of intensive research. We need a 
broader array of molecular markers to dis- 
sect earlier and later steps of neural crest 
induction, as well as a better understand- 
ing of the signals seen by the neural plate 
that pave the way for participation by the 
surface ectoderm. 
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Like a pumpkin, Earth is a bit wider 
around the equator than the meridian. 
This slight oblateness (by about 

0.3%) results from axial rotation and 
large-scale mantle convection (1). If the 
dynamic oblateness J2 decreases with 
time, then mass must have been redis- 
tributed from equatorial regions to the 
high latitudes, and inversely. But relative 
to the mass of Earth, any such mass distri- 
bution is likely to be very small. 

Changes in J2 were first measured 20 
years ago by Yoder et al. (2), who used 
satellite laser ranging to show that it was 
decreasing linearly by 3 x 10-11 per year. 
Several investigators later confirmed his 
observation (3). Changes in J2 with time 
have now been monitored for more than 
25 years with satellite laser ranging. On 
page 831 of this issue, Cox and Chao (4) 
show that, contrary to expectation, in re- 
cent years J2 has started to increase. 

The earlier decreasing trend in J2 meant 
that Earth was becoming less oblate. This 
observation can be largely explained by 
postglacial rebound-the viscous relax- 
ation of Earth's mantle that began when 
polar ice caps started to melt at the end of 
the last glaciation 18,000 years ago. Post- 
glacial rebound still continues today. Sea- 
sonal oscillations of J2 have also been ob- 
served. They are caused by the redistribu- 
tion of air mass in the atmosphere and of 
water mass among atmosphere, oceans, 
and continental water reservoirs (5, 6). 

Cox and Chao (4) report satellite laser 
ranging data to numerous satellites from 
1979 to 2001. For most of the past two 
decades, J2 has been steadily decreasing. 
But in early 1998 it suddenly started to in- 
crease substantially [see figure 2 of (4)], in- 
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dicating a large-scale mass redistribution 
from high latitudes to the equatorial regions. 

Cox and Chao discuss several mecha- 
nisms that might explain these observa- 
tions: melting of the polar ice caps, melt- 
ing of the Alpine glaciers, or melting of 
Arctic sea ice. According to current 
knowledge (7), however, none of these can 
explain the observations. Ice cap melting 
should indeed lead to a rise in the global 
mean sea level, but the observed sea level 
rise since 1992 (8) is incompatible with 
the amount of ice melting required to ex- 
plain the observed J2 change (4) [even if 
the observed rise is attributed entirely to 
ice melting, which is not the case (9)]. 

What, then, is causing the change? Cox 
and Chao apparently rule out the atmo- 
sphere as a possible source. There remain 
two potential candidates: Earth's fluid out- 
er core and the oceans (see the figure). 

A sudden change in material flow at 

dicating a large-scale mass redistribution 
from high latitudes to the equatorial regions. 

Cox and Chao discuss several mecha- 
nisms that might explain these observa- 
tions: melting of the polar ice caps, melt- 
ing of the Alpine glaciers, or melting of 
Arctic sea ice. According to current 
knowledge (7), however, none of these can 
explain the observations. Ice cap melting 
should indeed lead to a rise in the global 
mean sea level, but the observed sea level 
rise since 1992 (8) is incompatible with 
the amount of ice melting required to ex- 
plain the observed J2 change (4) [even if 
the observed rise is attributed entirely to 
ice melting, which is not the case (9)]. 

What, then, is causing the change? Cox 
and Chao apparently rule out the atmo- 
sphere as a possible source. There remain 
two potential candidates: Earth's fluid out- 
er core and the oceans (see the figure). 

A sudden change in material flow at 

the top of the fluid outer core, as evi- 
denced by geomagnetic "jerks" (changes 
in the trend of the secular variation of the 
geomagnetic field), could produce a non- 
negligible change in J2. As pointed out by 
Cox and Chao (4), a jerk around 1999 sus- 
pected from geomagnetic observations 
(10) was recently confirmed from updated 
data (11). Thus, one cannot rule out that 
redistribution of mass inside the core be- 
fore the observed jerk may have contribut- 
ed to the observed change in J2. 

Large-scale mass redistribution in the 
oceans remains a serious candidate. Figure 
2 of (4) shows other fluctuations in J2 (for 
example, from 1980 to 1983 and from 
1989 to 1992), although they are smaller 
than the fluctuation that began in 1998. 
Hence, what may at first appear to be a 
sudden single event (or a change in the 
trend direction) may rather be a recurrent 
interannual or decadal fluctuation of vary- 
ing intensity. 

The recent J2 change occurred in late 
1997 to early 1998, at the time of the 
strongest El Nino event this century. The El 
Ninio-Southern Oscillation and its decadal 
modulation are primarily associated with 
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mass transport in the tropical Pacific parallel 
to the equator, but transport perpendicular to 
the equator (meridional transport) also oc- 
curs. Interannual and decadal J2 variations, 
visible after the linear decreasing trend is re- 
moved, appear to be correlated with the Pa- 
cific Decadal Oscillation index. The dynam- 
ics of this oscillation are not well understood, 
but model studies indicate water mass trans- 
port from the subtropics to the tropics (12), 
which may produce a change in J2. 

It may be tempting to search for an ocean- 
ic (and hence climatic) origin for the observed 
change in J2, but as yet there is no evidence. 
Whatever the cause, the results of Cox and 
Chao emphasize the importance of gravity 
variations as a barometer of integrated mass 
changes in the Earth system. Monitoring these 
variations with improved spatial and temporal 
resolution would provide an important tool for 
studying Earth system changes. 

Future insights into the causes of the 
unexpected J2 change should come from at 
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least two sources. State-of-the-art ocean 
general circulation models should be able 
to determine whether large-scale water 
mass redistribution occurred in the ocean 
in recent years. And the recently launched 
GRACE (Gravity Recovery and Climate 
Experiment) satellite mission will measure 
mass redistribution in the surface fluid en- 
velopes with unprecedented spatial resolu- 
tion (300 km) and precision (1 cm water 
equivalent), on time scales ranging from a 
month to several years (13). 

If events like the mass redistribution of 
1998 to 2001 occur again, they will be eas- 
ily detectable by GRACE. Unlike the ob- 
servations of Cox and Chao (4), who can 
only give information integrated over the 
whole Earth, GRACE will identify the ge- 
ographical location of the source, provid- 
ing strong constraints on the cause of the 
mass redistribution. This would provide 
unprecedented insight into the ongoing 
changes in the Earth system. 
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Statistical physics is one of the pillars 
of modern physics, explaining the 
macroscopic world on the basis of 

the dynamics of its microscopic compo- 
nents. But methods from statistical physics 
can also foster a deeper understanding of 
computational phenomena. On page 812 
of this issue, Mezard et al. (1) use this ap- 
proach to characterize the properties of 
random instances of the satisfiability 
problem in unprecedented detail. They al- 
so introduce a novel strategy for finding 
solutions to this problem. 

Satisfiability (SAT) is a logical reason- 
ing problem defined in terms of Boolean 
variables (a, b, c, and so forth) and logical 
constraints describing the relation between 
these variables. Each variable can be either 
"True" or "False." An example of a con- 
straint is 

a OR (NOT b) (1) 

A SAT problem is solved by assigning 
truth values to the variables such that all 
constraints are satisfied simultaneously. 
For example, the constraint in Eq. 1 is sat- 
isfied if a is "True" or b is "False." 

The SAT problem plays a central role 
in the quest for more efficient ways of 
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solving large-scale computational prob- 
lems, such as planning and scheduling, 
finding the folded state of a protein, and 
determining whether a computer chip de- 
sign meets its specification. These prob- 
lems are called "NP-complete." Thousands 
of NP-complete problems are known; all 
can be encoded as SAT problems (see the 
second figure). 

It is widely believed that there does not 
exist an efficient algorithm for solving 
NP-complete problems. Formally proving 
that no such algorithm exists is one of the 
main open problems in modem computer 
science (2). NP-completeness is, however, 
a worst-case notion, capturing the compu- 
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tational cost of the very hardest possible 
instances of the problem. In practical ap- 
plications, one may not encounter in- 
stances that are quite that hard. What, 
then, is the computational cost of "typical" 

instances? One can obtain impor- 
tant insights into typical case 
complexity by considering ran- 
domly generated SAT problems. 

Mezard et al. (1) consider ran- 
dom instances of a particular case 
of SAT, the K-satisfiability prob- 
lem (K-SAT), in which each con- 
straint contains exactly k vari- 
ables. Such randomly generated $e instances exhibit a "phase transi- 

8 tion" as a function of the ratio a 
of constraints to variables (3). K- 

that a SAT problems with a small a val- 
lent as ue almost all have one or more 
o vari- satisfying assignments, whereas 
iase on problems with a large a value 
s. have too many constraints and be- 

come unsatisfiable (that is, no 
setting of the variables simultaneously sat- 
isfies all constraints). As the number of 
variables grows, the transition from almost 
always satisfiable to almost always unsat- 
isfiable becomes very sudden (see the first 
figure). For 3-SAT (that is, k = 3), the 
transition occurs at a = 4.25. The exact lo- 
cation of the phase transition threshold has 
not yet been derived rigorously (4-8). 

Many of the computationally hardest 
problem instances appear to lie in this 
phase transition area. Hence, a better un- 
derstanding of the phase change in the K- 
SAT problem may also provide new in- 
sights into its computational properties 
and strategies for solving it. 
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