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affected by NR manipulation. Infusion of 
AP5 selectively into the hippocampus im- 
pairs spatial memory acquisition but shows 
no effect on retrieval of previously trained 
spatial reference memory in the water maze 
(37), suggesting that our results reflect a 
primary deficit in NR-dependent memory 
formation in CA3 that is then revealed as a 
deficit in recall under limited cue conditions. 

A substantial proportion of aged individ- 
uals exhibit deficits of memory recall (38). In 
early Alzheimer patients, retrieval is the first 
type of memory function to decline; such 
retrieval deficits may serve as an early pre- 
dictor of Alzheimer disease (39, 40). Normal 
aging produces a CA3-selective pattern of 
neurochemical alterations (41-43). Exposure 
to chronic stress, which can lead to memory 
deficits, also selectively causes atrophy in the 
apical dendrites of CA3 pyramidal cells (44). 
These results are consistent with our findings 
in mice that the CA3 region is critical for 
cognitive functions related to memory recall 
through pattern completion. 

This study along with our previous study 
with CA1-NR1 KO mice (15, 24) illustrates 
the power of cell type-restricted, adult-onset 
gene manipulations in the study of molecular, 
cellular, and neuronal circuitry mechanisms 
underlying cognition. The same neurotrans- 
mitter receptors (i.e., NMDA receptors) can 
play distinct roles in the mnemonic process 
depending on where and in which neural 
circuitry in the hippocampus they are ex- 
pressed. It is expected that other genetically 
engineered mice with precise spatial and/or 
temporal specificity will help dissect mecha- 
nisms for a variety of cognitive functions. 
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Surface Melt-Induced 

Acceleration of Greenland 

Ice-Sheet Flow 
H. Jay Zwally,1* Waleed Abdalati,2 Tom Herring,3 

Kristine Larson,4 Jack Saba,5 Konrad Steffen6 

Ice flow at a location in the equilibrium zone of the west-central Greenland Ice 
Sheet accelerates above the midwinter average rate during periods of summer 
melting. The near coincidence of the ice acceleration with the duration of 
surface melting, followed by deceleration after the melting ceases, indicates 
that glacial sliding is enhanced by rapid migration of surface meltwater to the 
ice-bedrock interface. Interannual variations in the ice acceleration are corre- 
lated with variations in the intensity of the surface melting, with larger in- 
creases accompanying higher amounts of summer melting. The indicated cou- 

pling between surface melting and ice-sheet flow provides a mechanism for 

rapid, large-scale, dynamic responses of ice sheets to climate warming. 
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The time scale for dynamic responses of ice 
sheets to changes in climate (e.g., snow ac- 
cumulation and surface temperature) is typi- 
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cally considered to be hundreds to thousands 
of years (1). Because most ice-sheet motion 
occurs by ice deformation in the lower layers, 
basal sliding, or deformation in basal till, the 
effects of changes in surface climate must be 
transmitted deep into the ice to affect the ice 
flow markedly. In particular, changes in the 
surface-mass balance alter the ice thickness 
slowly, and therefore the driving stresses in 
the deforming layers, as thickness changes 
accumulate. Changes in surface temperature 
can also affect the rate of ice deformation or 
basal sliding, but only after the very slow 
conduction of heat to the lower layers (2). In 
contrast to the flow of grounded ice, both 
floating glacier tongues (3) and Antarctic ice 
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shelves (4) respond quickly to changes in 
basal heat fluxes and melting, as well as to 
the effects of surface meltwater trapping in 
crevasses. Although the transfer of surface 
meltwater to the base of a grounded ice sheet 
can provide a rapid mechanism for transfer- 
ring heat and lubricating fluid to the bottom, 
this mechanism has not been given much 
consideration in studies of ice-sheet dynam- 
ics. In particular, the Greenland Ice Sheet is 
grounded above sea level and is generally 
believed to respond gradually to climate 
warming (5, 6), mainly by melting at the 
surface. 

Increases in ice velocity occur in alpine 
glaciers during periods of surface melt in 
summer (7-9) and have also been observed in 
Greenland outlet glaciers (10-12). For exam- 
ple, Bindschadler et al. (8) measured a veloc- 
ity increase from 10 cm/day in winter to 12 
cm/day in summer in the Variegated Glacier, 
a surge-type glacier in Alaska. However, 
short-term velocity variations have not been 
observed in the flow of ice sheets away from 
ice streams and outlet glaciers. Even inland of 
the fast-flowing Jakobshavn Isbrae in west- 
central Greenland, seasonal variations were 
not found (13). 

Velocity and Melt Observations 
To examine the possibility of seasonal or 
interannual changes in ice-sheet flow, we 
initiated year-round global positioning sys- 
tem (GPS) measurements at the Swiss Camp 
(14, 15) at 1175 m (69.57?N, 49.31?W) near 
the equilibrium line (16) in west-central 
Greenland in June 1996 (Fig. 1). The camp is 
about 35 km from the ice edge and about 510 
km downstream from the ice divide. Charac- 
teristic glaciological features of the region are 
illustrated in Fig. 2. The ice thickness at the 
camp is 1220 m (17), and a numerical ther- 
modynamic-dynamic ice model suggests that 
the basal temperature is at the pressure-melt- 
ing point (PMP) of-1.0?C (18). The horizon- 
tal ice velocity is nearly constant from the 
surface to the lower boundary layer, where 
ice shearing occurs. For basal ice at the PMP, 
part of the surface velocity is typically from 
ice sliding at the base, but the magnitude of 
sliding is difficult to estimate without bore- 
hole measurements (19). 

Our ice velocities are derived from GPS- 
measured positions of a 4-m pole embedded 
2 m in the ice beginning in June 1996 (20). 
The receiver recorded automatically for 12- 
hour periods at intervals of 10 or 15 days 
(21). GPS data were analyzed using GAMIT 
and GLOBK software (22). To examine 
changes in ice velocity with respect to the 
direction of ice flow, a smoothed line of 
motion was derived as a function of time. The 
time series of north and east positions [N(t), 
E(t)] were each fitted to parabolas as a func- 
tion of time (t). The direction of motion was 
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computed from the derivatives (dN/dE = dN/ 
dt /dE/dt) and is approximately a linear func- 
tion of time. The derived direction of motion 
is toward the southwest at an azimuth of 
234.963?E on 1 January 1997 and curving 
toward the west at the rate of 0.106?/year. 
Although most of the motion is along-track, 
systematic cross-track displacements up to 
about +20 cm occur annually, as discussed 
below. 

Figure 3 shows the horizontal along-track 

velocity from June 1996 through mid-Novem- 
ber 1999. Data from periods during the winter 
months with little or no change in velocity were 
used to compute a constant base velocity of 
31.33 ? 0.02 cm/day (23). In 1996, the velocity 
increased slightly from the winter value to a 
maximum of 32.8 cm/day on August 9, and 
then returned to the winter value. A small tem- 
porary increase to 32.8 cm/day also occurred in 
March of 1997. In subsequent summers, the 
velocity increased markedly to a maximum of 

Fig. 1. Elevation contours (50 m) on a Landsat Thematic Mapper image (channel 3) taken on 22 
June 1990, which is typically about one-third of the way through the melt season. Locations of the 
Swiss Camp and the Automated Weather Station at JAR-1 and JAR-2 are marked. The indicated 
flowline direction of 235?E at the camp curves westward toward the grounded ice edge. The grayer 
areas at lower elevations in the image are bare ice, with some whiter patches of remaining winter 
snow near the ice-snow line. By the end of the melt season in late August to early September, the 
firn-ice boundary usually retreats to around the average location of the equilibrium line (15) near 
the Swiss Camp. The dark patches are melt lakes, some of which show dark lines of inflow channels. 
Later in the season, melt lakes also form above the equilibrium line. Jacobshavn Isbrae is in the 
lower part. 

Fig. 2. Schematic of 
- ~, ,^-- ~ -S^ ~ICE glaciological features 

ablation zones, includ- 
R ) "CREVASSES ing surface lakes, in- 

flow channels, cre- 
vasses, and moulins. 

MO,-r i - -: 11:1;: --::b:; tULIN.; i ? Ice flow for basal ice 

ICE•: ~at the pressure melt- 
ing point is partly 
from basal sliding and 
partly from shear de- 
formation, which is 
mostly in a near-basal 
boundary layer. 
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35.1 cm/day around 9 August 1997, of 40.1 
cm/day around 10 July 1998, and of 38.6 cm/ 
day around 30 July 1999. After these periods of 
accelerating flow, the velocity decreased mark- 
edly to a minimum of 28.9 cm/day around 18 
September 1997, of 29.8 cm/day around 19 
August 1998, and of the lowest value of 27.6 
cm/day around 29 August 1999. After the ve- 
locity minima, the ice slowly accelerated again 
over several fall months to return to the mid- 
winter values. 

The cumulative additional motion (Fig. 3) 
caused by the summer accelerations was com- 
puted as the difference between the measured 
positions and the calculated along-track posi- 
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tions that would have occurred under a constant 
velocity of 31.33 cm/day. At the transition from 
accelerating flow to decelerating flow in early 
September 1997, the ice had moved an addi- 
tional 3.0 m relative to the baseline rate. At the 
1998 and 1999 transitions, the respective net 
additional displacements were 4.7 m and 6.0 m. 
During periods of slower flow in the fall, after 
the transitions, the additional displacement was 
reduced by about 45 to 65% (24). 

From a 21-year record of Greenland surface 
melting from passive microwave data, the sum- 
mer of 1996 was the second-lowest melt year 
since 1979, the summer of 1997 was slightly 
below the 21-year average, and the summers of 

6 

40 

5 

1998 and 1999 were well above average (25). 
We investigated relationships between the avail- 
ability of summer meltwater for basal lubrica- 
tion and changes in the ice velocity using the 
cumulative positive degree-days (PDDs) (26) at 
the camp, as shown in Fig. 3C. For the four 
summers (1996 to 1999), the respective total 
PDDs were 47.6, 60.8, 116.5, and 94.7. The 
corresponding mean areas of melt from June 
through September in the Jacobshavn region 
from passive microwave data were 28.2, 52.0, 
79.6, and 74.5 X 103 km2, which show similar 
year-to-year variations as the PDDs (27). The 
quality of PDDs as an indicator of ablation and 
consequent meltwater production was shown by 
Braithwaite and Olesen (28), who obtained a 
0.96 correlation coefficient between annual ice 
ablation and PDDs, even though variations in 
radiation and other energy-balance factors such 
as wind speed also affect the rate of ice ablation 
(29). 
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Fig. 3. (A) Horizontal ice velocity (red curve) along a smoothed line of motiol 
accelerations during the summer melt seasons and the abrupt transitions to decete 
the times of melt cessation. The cumulative additional motion (horizontal residual, 
to a wintertime-average velocity of 31.33 cm/day is 6.0 m by the time of the max 
in 1999. (B) The vertical residual (blue) indicates a 50-cm uplift at the time of the 1 
from accelerating flow to decelerating flow. (C) Cumulative PDDs and PDDs for 1C 
(10d DD, red) from temperatures measured at the Swiss Camp, showing correlations 
with the intensity and timing of the ice accelerations and decelerations (units are 
Vertical dotted lines mark May 1, July 1, and September 1 for each year. 

Correlations Between Acceleration 
and Surface Melting 

_4 In all years, correlations are evident be- 
tween the changes in ice velocity and both 
the intensities and timings of surface melt- 
ing. For the summers of 1998 and 1999, the 

E 3 . respective ratios of the increases in velocity 
g, of 8.8 and 7.3 cm/day to the PDDs of 116.5 
a: and 94.7 are nearly the same (0.076 and 

- 2 0.077), whereas the ratios in 1996 and 1997 -2. 
are somewhat smaller (0.032 and 0.063). 
For the summer of 1999, the melting period 
was shorter in duration, but of greater in- 
tensity in the month of July than in the 
other summers. 

Although melting downstream of the equi- 
- 0 librium line begins a few days to several weeks 

earlier than at the camp, comparison of the 
timing of the acceleration and melting is based 
on the melt record at the camp (30). Although 
some melting usually occurs in May, more- 
continuous melting does not usually begin until 
the beginning of June. In 1997, the onsets of ice 
acceleration and melting were nearly simulta- 
neous in mid-June. In 1998, the acceleration 
onset (also in mid-June) lagged the melting 
onset by about 2 weeks. In 1999, although a 
small temporary increase in velocity appeared 

- 20 a in May, the major ice acceleration and the 
a melting onset were both delayed until the be- 
- ginning of July. Correlations between the tim- - 10' 

ing of the transitions from acceleration to de- 
celeration and the cessations of melting were 

0 also good, particularly in 1997 and 1999 when 
the respective transitions at the beginning of 

n showing ice September and mid-August were nearly coinci- 
aration around dent with the end of melting. In 1998, some 
black) relative melting continued after the transition in early 
imum velocity August. In 1996, the year of minimal accelera- 

97 transon 
tion, the ice accelerated in July and early Au- )-day intervals 

of the melting gust until the end of a period of minimal 
degree-days). melting in late August when the transition to 

deceleration occurred. 
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Acceleration Mechanism 
In the ablation zone of Greenland, surface melt- 
water runs along the surface and collects in 
surface lakes or flows directly into moulins (Fig. 
2). Although the internal or subglacial pathways 
for transit of the meltwater to the margins are 
generally not known, Thomsen et al. (29) as- 
sumed that water flowing into moulins quickly 
flows to the bottom and drains subglacially. 
Whether the drainage pathways tend to be ver- 
tical and channel meltwater to the base of the ice 
sheet, or tend to be horizontal and remain en- 
glacial, markedly affects the local availability of 
water for basal lubrication. One indication that 
the water flow is largely subglacial, at least near 
the margins, is that the meltwater primarily 
leaves the ice sheet in subglacial streams, and 
not in surface flow over the ice edges. Theoret- 
ically, water-filled crevasses are expected to 
propagate to the bottom due to the over-burden 
pressure of water, as compared to ice (31), and 
could provide numerous pathways for meltwater 
drainage throughout the ablation zone and for 
the initiation of moulins. Mapping of moulins 
and surface lakes (29) in the ablation zone be- 
low the camp shows that the areal density of 
moulins is about 0.2 moulins/km2 and most 
moulins are not associated with the less-numer- 
ous surface lakes. 

Therefore, flow of meltwater through mou- 
lins, and perhaps through the numerous cre- 
vasses throughout the ablation zone, is likely to 
provide a widespread and continual drainage 
from the surface to the ice base during the melt 
season. The surface lakes usually drain during 
summer, but their drainage tends to be episodic, 
depending on the irregular timing of the open- 
ing of drainage channels from the lakes (15, 
32). We believe that the observed correlations 
between the changes in ice velocity and the 
timing and intensity of the surface melting 
show that there is widespread and continual 
drainage of meltwater from the surface to the 
ice-sheet base during summer ablation. Because 
the ice base is at the PMP (18), a wet base 
maintained by basal melting is expected to be a 
normal condition throughout the year. Water 
may be maintained during winter in subglacial 
conduits that expand during periods of in- 
creased water pressure and accelerated flow 
(33). The probable cause of the summer accel- 
eration is an increase in the water pressure at the 
bedrock interface, which is a well-known 
mechanism for velocity variations in alpine gla- 
ciers. For example, Iken et al. (33) found that 
the summer increase in subglacial water pres- 
sure actually raised the glacier by as much as 
0.6 m and partially decoupled the ice from the 
bed. The horizontal velocity increased by three 
to six times and was largest at times of maxi- 
mum upward velocity. 

The magnitude of the acceleration at the 
Swiss Camp was small in the low-melt year of 
1996 and increased in later years as the melting 
increased. Apparently, more meltwater produc- 
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es larger accelerations, and the timings of melt- 
ing and acceleration are closely related. The ice 
accelerations commenced a few weeks after the 
onset of melting. Later, the transition from ac- 
celerating to decelerating ice flow occurred 
near the cessation or slowing of melting at the 
end of the melt season. The short time between 
melt onset and acceleration, as well as the close 
timing between the transition and the ending of 
ablation, suggests that storage of meltwater af- 
ter production is not an important factor affect- 
ing the acceleration. 

The rapid ice deceleration after the peak 
velocity is reached could be associated with 
an increase in basal friction and reduced basal 
sliding caused by changes at the ice-bedrock 
interface that occur during the period of in- 
creased water flow. As noted above, the ice 
decelerates to velocities about 10% below the 
average winter velocity before returning to 
the winter velocity in late fall. This suggests 
that the basal sliding gradually recovers to 
normal winter values. Presumably, the ice 
acceleration begins in the lower elevations of 
the ablation zone, with changes in basal slid- 
ing, and propagates upstream past the Swiss 
Camp as sliding increases. The process of 
deceleration is likely to be a combination of 
changes in basal sliding and the dynamic 
response of the ice to the changing patterns of 
driving stresses during acceleration. 

In early September 1997, during the one 
GPS measurement period just at the transition 
from accelerating to decelerating flow, the ver- 
tical residuals show a 50-cm uplift of the ice 
sheet (Fig. 3A). Around the time of the 1998 
and 1999 transitions, the excursions of the ver- 
tical position were <10 cm, which is on the 
order of other occasional excursions in the data 
throughout the year. The 50-cm uplift in the 
1997 data could be indicative of changes in the 
basal water pressure similar to that in small 
glaciers (34), or of dynamic effects in the ice 
occurring as the ice flow at the camp changes 
from accelerating to decelerating. 

Around the time of the maximum accel- 
erations in 1997, 1998, and 1999, the direc- 
tion of the ice motion changed by about 1? to 
the right (more westward) over about 30 to 45 
days, as shown by 15- to 20-cm cross-track 
displacements. The peak cross-track veloci- 
ties are 0.5 to 1 cm/day to the right. After the 
rightward displacement, an equal displace- 
ment to the left slowly occurs until the next 
summer. These changes in direction are in 
addition to the 0.106?/year average rotation 
to the right of the smoothed line of motion. 
The change in direction during the accelera- 
tion could be indicative of changes in the 
basal friction and the ratio of the sliding 
velocity to the velocity from ice deformation. 

Conclusions 
The interaction among warmer summer tem- 
peratures, increased surface meltwater produc- 

tion, water flow to the base, and increased basal 
sliding provides a mechanism for rapid re- 
sponse of the ice sheets to climate change. In 
general, a direct coupling between increased 
surface melting and ice-sheet flow has been 
given little or no consideration in estimates of 
ice-sheet response to climate change (35). In 
addition to the direct effect of increased water 
pressure on the basal sliding, the flow of surface 
water at approximately 0?C to basal ice, at the 
PMP of -1.0?C, transfers heat for additional 
basal melting. The occurrence of this melt- 
driven acceleration in the equilibrium zone im- 
plies that the mechanism may be occurring 
throughout much of the ablation zone of the ice 
sheet, or at least where the basal temperature is 
at the PMP. Therefore, the rate of retreat of the 
ice-sheet margin under climate warming is 
probably faster than predicted by estimates 
based only on the direct increase in surface 
ablation (36). Enhanced basal sliding from sur- 
face meltwater may have contributed to the 
rapid demise of the Laurentide Ice Sheet during 
increased summer insolation and surface abla- 
tion circa 10,000 years ago (37) and to exten- 
sive melting of the Greenland Ice Sheet during 
the last interglacial (38), by causing a faster 
flow of ice to the margins, an increase in the 
thinning rate, and more rapid inward migration 
of the ablation zone. 
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Super ENSO and Global Climate 

Oscillations at Millennial Time 

Scales 
Lowell Stott,l* Christopher Poulsen,1 Steve Lund,1 

Robert Thunell2 

The late Pleistocene history of seawater temperature and salinity variability in 
the western tropical Pacific warm pool is reconstructed from oxygen isotope 
(8180) and magnesium/calcium composition of planktonic foraminifera. Dif- 
ferentiating the calcite 6880 record into components of temperature and local 
water 8180 reveals a dominant salinity signal that varied in accord with Dans- 
gaard/Oeschger cycles over Greenland. Salinities were higher at times of high- 
latitude cooling and were lower during interstadials. The pattern and magnitude 
of the salinity variations imply shifts in the tropical Pacific ocean/atmosphere 
system analogous to modern El Nifo-Southern Oscillation (ENSO). El Nifio 
conditions correlate with stadials at high latitudes, whereas La Nifa conditions 
correlate with interstadials. Millennial-scale shifts in atmospheric convection 
away from the western tropical Pacific may explain many paleo-observations, 
including lower atmospheric CO2, N20, and CH4 during stadials and patterns 
of extratropical ocean variability that have tropical source functions that are 
negatively correlated with El Nino. 
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The discovery that the Earth experiences 
large, abrupt climate variations that have 
no clear external (solar) forcing has stimu- 
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lated the pursuit of highly resolvable cli- 
mate archives such as ice, marine, and 
terrestrial deposits that can provide clues 
about the origin of these rapid climate 
events. Until recently, too few records 
existed from the tropics to establish 
whether millennial climate variability is in- 

herently tied to tropical climate dynamics. 
This void is being filled with new sediment 
cores collected by the IMAGES program 
(1). 
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