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change the fracture criterion of the rock by 
increasing the pore pressure and/or create 
new cracks through hydraulic fracturing. 
Therefore, tremor activity with a long dura- 
tion time might be caused by a chain reaction 
of small fractures caused by the supercritical 
fluid. If the condition of the tremor genera- 
tion is unstable, the additional supply of fluid 
to an almost saturated system, or stimulation 
by nearby earthquake shaking, might be able 
to trigger the observed tremor. 
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Hz installed at the bottom of a borehole with a depth 
of 100 to 200 m. The data are digitized at each 
station with a sampling frequency of 100 Hz, and 
then the data packets attached with the absolute 
time information from a Global Positioning System 
clock are transmitted to the data center. 

4. Vertical-component waveforms for a pair of stations 
are converted to envelopes with a frequency range of 
higher than 4 Hz and with a smoothing time of 10 s, 
and they are resampled with a sampling interval of 
1 s. A pair of envelope seismograms with a length of 
2 min is used for calculation of the cross-correlation 
coefficient by moving a trace with the time lag of 
every 1 s to another fixed reference trace. The time 
lag, which gives the maximum correlation coefficient, 
should be the difference of the arrival time for a 
coherent seismic signal in the selected 2 min ob- 
served in the two stations. If the maximum correla- 
tion coefficient is less than 0.9, the time lag is not 
applied for the further process because there is no 
coherent signal Such a correlation process is carried 
out for all pairs of stations in the target area. The 
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Microscopic View of Structural 

Phase Transitions Induced by 
Shock Waves 

Kai Kadau,' 2* Timothy C. Germann,3 Peter S. Lomdahl,1 
Brad Lee Holian1 

Multimillion-atom molecular-dynamics simulations are used to investigate the 
shock-induced phase transformation of solid iron. Above a critical shock 
strength, many small close-packed grains nucleate in the shock-compressed 
body-centered cubic crystal growing on a picosecond time scale to form larger, 
energetically favored grains. A split two-wave shock structure is observed 
immediately above this threshold, with an elastic precursor ahead of the lagging 
transformation wave. For even higher shock strengths, a single, overdriven wave 
is obtained. The dynamics and orientation of the developing close-packed grains 
depend on the shock strength and especially on the crystallographic shock 
direction. Orientational relations between the unshocked and shocked regions 
are similar to those found for the temperature-driven martensitic transforma- 
tion in iron and its alloys. 
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Since the ancient Greeks, the structural trans- 
formation in steel has been used to harden 
swords by rapid cooling. The underlying 
physics was first seriously explored by Mar- 
tens in the late 19th century, and, because of 
his work, the diffusionless structural phase 
transitions in steel and other materials have 
become known as martensitic transforma- 
tions (1, 2). Concomitant effects, such as the 
aforementioned hardening, pseudoelastic, 
and shape memory effects, are used to design 
special materials for medical and engineering 
applications (1, 2). Structural transformations 
are also observed in biological systems, as 
some virus species use the pressure-induced 
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martensitic transformation to infect bacteria 
cells (3). 

Despite this great importance in technol- 
ogy and nature, many open questions remain, 
mostly related to the underlying atomistic 
processes. Martensitic transformations are 
characterized by a collective movement of 
atoms across distances that are typically 
smaller than one nearest-neighbor spacing. 
Crystallographic orientational relations be- 
tween the two phases exist, and the resulting 
crystal exhibits fine-scale inhomogeneities 
such as slip, twinning, and stacking faults. 
The best known martensitic transformation is 
that of Fe and its alloys; for example, Fe/Ni 
alloys transform on cooling from a high- 
temperature face-centered cubic (fcc) phase 
to a low-temperature body-centered cubic 
(bcc) phase. Other examples are alloys based 
on CuAl, NiTi, NiAl, and ceramics like ZrO2 
(2), to name only a few. All these transfor- 
mations are first order, which means they 
exhibit hysteresis and can be overheated or 
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undercooled like the fluid-solid transition of 
water. The temperature and the height of the 
energy barrier between the two phases deter- 
mine whether the transformation is induced 
by thermal fluctuations (homogeneous nucle- 
ation) or by preexisting defects, which locally 
reduce the energy barrier and act as nucle- 
ation centers (heterogeneous nucleation). 

Such structural transformations can be 
caused by either temperature or pressure 
changes. Shock waves lead to increases in 
both pressure and temperature, inducing a 
close-packed structure due to a martensitic- 
like transformation (4, 5). Ab initio electronic 
structure calculations (6) and molecular- 
dynamics simulations (7) are appropriate 
methods for atomic-scale investigations of 
these phenomena. Whereas ab initio methods 
are limited to very small system sizes, large- 
scale molecular-dynamics (MD) simulations 
using empirical potentials give insight into 
the motion of millions of atoms on the pico- 
and nanosecond time scale for a variety of 
physical problems, including crack propaga- 
tion (8, 9), friction (10-12), dislocation dy- 
namics (13, 14), shock waves (15, 16), and 
structural phase transitions (17-21). 

Here, we report the investigation of 
shock-induced structural phase transitions us- 
ing massively parallel MD simulations (22). 
Simulations were carried out for two different 
embedded-atom method (EAM) potentials 
(23) describing the forces between the atoms 
in a metal (24). Shock waves were initiated 
by a "momentum mirror" (15), which specu- 
larly reflects any atoms reaching the face of a 
perfectly flat, infinitely massive piston mov- 
ing at the piston (or particle) velocity up (25). 
The resulting shock wave moves in front of 
the piston at the shock velocity us. To mini- 
mize surface and edge effects, periodic 
boundary conditions perpendicular to the 
shock direction are applied, simulating a 
pseudoinfinite lateral dimension. Shock 
waves were generated in both the [001] and 
[011] directions of an initially perfect bcc 
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single crystal; for clarity and brevity, we will 
focus on the [001] results. 

For low piston velocities, an elastic shock 
wave uniaxially compresses the sample in a 
reversible manner (Fig. 1A). We see no evi- 
dence for bcc plasticity before the onset of 
the bcc -> hexagonal close-packed (hcp) 
phase transformation, due to the increased 
Hugoniot elastic limit (the threshold for elas- 
tic-plastic transition) of perfect single crystals 
compared with real engineering samples, 
which are defective and polycrystalline. In 
the latter, the Hugoniot elastic limit is only 
around 1 GPa, so that a three-wave shock 
structure is possible: an elastic precursor is 
followed by a slower plastic wave and then 
by an even slower phase-transformation 

REPORTS 

front. Instead, for the perfect crystals studied 
here, we see a split two-wave shock structure: 
an elastic precursor is followed by a slower 
phase-transformation wave without any inter- 
mediate elastic-plastic transition (Movie S1; 
Fig. 1, B and C). Above the phase transition 
threshold, homogeneous nucleation of close- 
packed grains (Fig. 2) in the uniaxially com- 
pressed bcc matrix relaxes the shear stress 
behind the shock front. Near the threshold, 
the transformation front is rough because 
only a few nucleii grow and establish the 
front. With increasing shock strength (Fig. 1, 
B to D), the driving force for the structural 
transition increases, thus producing nucle- 
ation centers more rapidly by homogeneous 
nucleation (Movie S2). This results in a 

smoother transformation front, which at very 
high shock strengths (Fig. 1D) overtakes the 
elastic precursor, resulting in a single over- 
driven wave. 

By carrying out simulations for various up 
and measuring the resulting shock velocity u, 
(two such velocities in the special case where 
an elastic precursor exists), we obtain the 
shock adiabat, or "Hugoniot," as the locus of 
final shocked states (Fig. 3) (26, 27). Con- 
servation of mass and momentum across a 
planar shock discontinuity lead to "jump con- 
ditions" relating the initial (subscript 0) and 
final states (28): 

V/Vo= 1 - u/u 

Pz-Po = UsUp/Vo 

(1) 

(2) 

Fig. 1. Shocked samples (shock fronts propagate from left to right) after 
8.76 ps for four different shock strengths in the bcc [001] direction as 
follows: piston velocities u are (A) 362 m/s (u/co = 0.0731, co = 
longitudinal sound velocity in [001] direction at zero temperature), (B) 
471 m/s (up/co = 0.0951), (C) 689 m/s (u /Co = 0.139), and (D) 1087 
m/s (up/c, = 0.219). Atoms are color-coded by the number of neighbors 
n within 2.75 A. Gray, unshocked bcc (n = 8); blue, uniaxially compressed 
bcc (n = 10); and red, the transformed close-packed grains (n = 12) 

separated by yellow (n = 11) grain boundaries. Just above the transfor- 
mation threshold (B), the transformation shock front is rough and slower 
than the elastic precursor. This roughness and the difference between the 
velocities of the elastic precursor and the transformation front vanish 
with increasing shock strength (B to D). At larger shock strengths, the 
higher temperatures in the transformed region accelerate the annealing 
process behind the shock front, whereby initially formed small grains 
merge and leave only a few large grains (D). 
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where Pzz is the longitudinal pressure. Ex- 
tension to multiple-wave structures is 
straightforward. Behind the shock front, P 
and p (density p = 1/V), as measured di- 
rectly in the simulations, are in good agree- 
ment with calculated values from these 
jump conditions. For the Voter-Chen po- 
tential, the transition pressure of 15 GPa is 
in good agreement with the experimental 
13 GPa (26, 27) (Fig. 3). However, the 
Meyer-Entel potential (29) is much too re- 
pulsive upon compression (30), creating a 
transition pressure of 55 GPa that is much 
too high. Attempts to fit an EAM potential 
that well reproduced both the temperature- 
driven and the pressure-driven phase tran- 
sitions failed, suggesting that the modified 
embedded-atom method may be required 
for a more global description of the iron 
phase diagram (31). This demonstrates the 

Fig. 2. Nucleation of 
close-packed material 
in the bcc matrix for a 
shock strength above 
the transformation 
threshold [u = 471 
m/s, (Fig. 1B)]. Only 
atoms with a trans- 
verse movement 
above 0.42 A are 
shown and colored by 
their transverse dis- 
placement [gray = 
0.42 A, cyan > 1.32 A 
(about half the near- 
est neighbor dis- 
tance)], showing nu- 
cleation centers in- 
duced by statistical 
thermal fluctuations. 
After 1.095 ps (left), 
small nucleation cen- 
ters start to grow 
along close-packed 
planes and finally build 
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complexity of Fe and reveals that one must 
be careful in using semiempirical potentials 
over too wide a range of conditions. How- 
ever, it is important to emphasize that, 
under shock loading, the two different po- 
tentials lead to the same physical processes. 

Useful information on the structure be- 
hind the shock front can be obtained from 
the radial distribution function (7) (Fig. 4). 
The uniaxially compressed material shows, 
as expected, a tetragonal distortion splitting 
of individual neighbor peaks. However, the 
transformed material shows characteristic 
peaks corresponding to a close-packed 
structure. Closer analysis (Fig. 5) shows a 
mainly ABAB stacking sequence of close- 
packed planes, that is, a hcp structure with 
only a few ABABCB intrinsic stacking 
faults, in accord with experimental obser- 
vations (4). 

Analysis of the dynamics of the close- 
packed grains shows small grains whose di- 
ameters are a few lattice constants developing 
near the piston front, with grain boundaries 
along (110) and (110) planes of the bcc crys- 
tal (Fig. 2). These grains grow on a picosec- 
ond time scale, with grain boundaries extend- 
ing along the [001]b,c shock direction, lead- 
ing to a twinned hcp structure (Fig. 5). The 
healing of the grain boundaries behind the 
shock front is more pronounced with increas- 
ing shock strength and, thus, increasing tem- 
perature (Fig. 1, B to D). The ABAB-stacked 
(110) and (110) planes of the bcc crystal 
transform into (0001)hcp close-packed planes 
[analogous to (111)fcc], also with a nearly 
perfect ABAB stacking sequence (Fig. 5). 
The [110]bcc (or _[1 lO]cc) direction trans- 
forms into the [1010]hcp direction, analogous 
to [112]fc. This crystallographic orienta- 
tional relation, (110)bcc II (0001)hcp and 

[110]bcc II [1010]hcp, is the hcp analog of the 
well-known Nishiyama-Wassermann relation 
that is common for many Fe alloys transform- 
ing between bcc and fcc structures (2). 
However, the situation becomes more com- 
plex for shock loading in the [011] direction. 
Above the transformation threshold, smaller 
grains are formed with more variants of the 
resulting close-packed phase due to different 
transformation mechanisms, with the (011)bcc 

0) 

v 

L 

cs 

the transformation front (right, after 2.19 ps). 
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The initial specific volume is Vo = 0.1273 cm3/g. The letters A, B, C, and D correspond to the "snapshots" 
shown in Fig. 1. The interatomic many-body interactions were prescribed by a Voter-Chen EAM 
potential, which was not explicitly fitted to shockwave data (38). 
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Fig. 4. Radial distribution functions of an ini- 
tially perfect bcc crystal for different shock 
strengths. The unshocked bcc sample (gray) 
clearly shows the eight nearest and six next- 
nearest neighbors close together. The elastical- 
ly shocked (uniaxially compressed) bcc crystal 
(blue) shows the splitting of individual neighbor 
peaks due to tetragonal distortion. At larger 
shock strength, the structural transformation 
from bcc to the close-packed hcp structure 
(red) is visible. (Thermal broadening of the 
peaks increases with increasing shock strength 
as well.) Triangles and circles refer to ideal 
neighbor shells of hcp and fcc crystals, respec- 
tively. The small left shoulder and the larger 
right shoulder of the third and fourth peak of 
the red curve reflect that the third and fourth 
neighbor shells of the hcp lattice consist of 2 
and 18 atoms, respectively, whereas the fifth 
and sixth shells possess 12 and 6 atoms, 
respectively. 
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Fig. 5. Cross section (edge 
length = 40.2 nm) near the 
piston front of the sample 
shown in Fig. 1D. Twinned 
close-packed crystals (n = 
12, red spheres) are evident, 
separated by a pattern of 
low-coordination (n = 11, 
yellow spheres or n = 10, 
blue spheres) grain bound- 
aries. The close-packed 
planes of the initial bcc struc- 
ture transform to the close- 
packed planes of the nearly 
perfect hcp structure. The in- 
set shows twinned close- 
packed grains separated by a 
twin boundary. (The inset 
shows the spheres with a 
smaller radius in order to 
demonstrate the packing of 
the planes more clearly.) The 
stacking sequence of the 
close-packed planes indicates 
a nearly perfect hcp structure 
(ABAB), with one stacking 
fault (ABCB) on the right side. 

plane transforming to either square [as in 
(OOl)fcc] or hexagonal [as in (11 l)fcc] planes. 

Because common bulk iron is polycrys- 
talline, existing experimental data such as 
those shown in Fig. 3 are complicated by 
two factors: the distribution of grain orien- 
tations and the presence of grain bound- 
aries that can serve as heterogeneous nu- 
cleation sites. The perfect crystal simula- 
tions presented here must rely on the slow- 
er homogeneous nucleation process, but 
preliminary simulations in which an ex- 
tended defect is present have confirmed 
that the transformation threshold is reduced 
when heterogeneous nucleation sites exist, 
an effect also found for the plastic thresh- 
old in fcc crystals (15). 

Ultrafast time-resolved laser-generated 
x-ray diffraction (32) studies of single crys- 
tals subjected to laser-induced shocks are 
being planned to confirm these findings. 
Dynamic x-ray diffraction spectra-both 
shifts in peaks and broadenings-can be 
obtained from our simulations for direct 
comparison with results from in situ exper- 
iments done while the shock wave is in 
progress. 

The techniques we have demonstrated in 
this paper are universal and applicable to a 
large class of problems in materials science 
where the dynamics of phase changes are 
important. Future atomistic simulation work, 
building on the foundations laid in this paper, 
may encompass even higher pressure phase 
changes in iron that are of great current in- 
terest to the geophysics community. 
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