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Explaining the Latitudinal 

Distribution of Sunspots with 

Deep Meridional Flow 

Dibyendu Nandy and Arnab Rai Choudhuri 

Sunspots, dark magnetic regions occurring at low latitudes on the Sun's surface, 
are tracers of the magnetic field generated by the dynamo mechanism. Recent 
solar dynamo models, which use the helioseismically determined solar rotation, 
indicate that sunspots should form at high latitudes, contrary to observations. 
We present a dynamo model with the correct latitudinal distribution of sun- 
spots and demonstrate that this requires a meridional flow of material that 
penetrates deeper than hitherto believed, into the stable layers below the 
convection zone. Such a deep material flow may have important implications 
for turbulent convection and elemental abundance in the Sun and similar stars. 
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The 11-year cycle of sunspots was discovered 
about 150 years ago (1); the magnetic nature 
of this solar cycle became apparent about 100 
years ago (2), and hydromagnetic dynamo 
theory to explain the origin of this cycle was 
developed about 50 years ago (3). Still, to this 
date, we do not have a solar dynamo model 
that explains different aspects of the solar 
cycle in detail. An understanding of the com- 
plex plasma motions and the conditions that 
exist within the turbulent solar convection 
zone (SCZ) is essential for building any 
model of the solar dynamo (4, 5). Even a 
decade ago, our knowledge about the solar 
interior was too limited to develop a realistic 
dynamo model. The following developments 
within the past few years have drastically 
changed the scenario. 

Helioseismology has mapped the angular 
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velocity distribution fl(r,0) in the solar interior 
(6, 7) (Fig. 1) and has discovered the ta- 
chocline-a region of substantial radial shear 
(dQl/dr) in the rotation at the base of the SCZ. 
There the strong toroidal magnetic field is pro- 
duced (as a result of the stretching of poloidal 
field lines) and then rises radially (as a result of 
magnetic buoyancy) to form sunspots. Simula- 
tions of this buoyant rise have established that 
the strength of the "sunspot-forming" toroidal 
field at the base of the SCZ must be on the order 
of 105 G (8-10). The classical a-effect (3, 5), 
which involves the twisting of the toroidal field 
by helical turbulence to produce the poloidal 
field, cannot affect such a strong field. There- 
fore, the most likely mechanism for the gener- 
ation of the poloidal field (the weak "diffuse" 
field observed on the solar surface outside of 
sunspots) is the decay of tilted sunspot pairs on 
the solar surface (11, 12). This mechanism can 
be incorporated in kinematic dynamo models 
by invoking an a-effect concentrated in a thin 
layer near the solar surface (13-16). The me- 
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ridional circulation of the Sun carries the weak 
poloidal field generated at the solar surface (by 
this a-effect) first poleward and then downward 
to the tachocline, where it can be stretched to 
produce the toroidal field (13-19). 

Although a meridional flow of material to- 
ward the poles is observed in the outer 15% of 
the Sun (20, 21), nothing much is known about 
the counterflow toward the equator, except that 
it must exist to conserve mass. This flow is 
driven by turbulent stresses in the SCZ, and 
standard theories of convection suggest a flow 
that is contained mainly within the SCZ. When 
kinematic models of the solar dynamo include 
such a flow (black contours with arrows in Fig. 
1), a helioseismically determined rotation pro- 
file, and an a-effect concentrated near the solar 
surface, such models tend to produce strong 
magnetic fields at higher latitudes (14, 15, 19). 
A buoyancy algorithm that we have constructed 
(16, 22), when included in such a model, results 
in sunspots at polar latitudes (Fig. 2A). The 
radial shear in the differential rotation dfl/dr 
within the tachocline, which has opposite signs 
at higher and lower latitudes (Fig. 1), has larger 
amplitude at high latitudes. This results in the 
toroidal field being produced predominantly at 
high latitudes in the tachocline (from the poloi- 
dal field that has been dragged down by the 
meridional downflow near the poles), giving 
rise to sunspots there. Even in solar interface 
dynamo models, a solar-like rotation tends to 
produce non-solar-like solutions (23). 

These results are insensitive to the strength 
of the a-effect, nor do they change qualitatively 
if we change the value of the turbulent diffu- 
sivity in the SCZ. The situation does not im- 
prove if one tries to evade the negative radial 
shear in the tachocline at high latitudes with a 
counterflow that is contained within the SCZ at 
high latitudes and enters the tachocline at low 
latitudes only. It turns out that the latitudinal 
shear within the SCZ at high latitudes is strong 
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a-effect there (14, 15). Although this decreases 
the activity at high latitudes to some extent, it 
fails to solve the problem completely. Strong 
magnetic fields and sunspot eruptions at high 
latitudes are thus hard to avoid with a meridi- 

Fig. 1. Meridional cut of the Sun 1 
corresponding to the geometry of 
our simulation. Various colors rep- 0.9 
resent the internal rotation as in- 
ferred from helioseismology (6, 7). 0 8 
In the solar convection zone, 
which occupies the outer 30% of 
the Sun, the rotation rate increas- 0.7 
es from a lower value at the pole 
(deep blue) to a higher value at 0.6 
the equator (dark red). The radia- fro 
tive interior of the Sun rotates uni- 0.5 
formly (orange region) and has 
much less turbulence. The ta- 0 4 
chocline is the thin region (of 
thickness 0.05R, where R = solar 
radius) of strong radial shear (be- 0.3 
tween the dashed lines) across 
which the latitude-dependent ro- 0.2 
tation of the SCZ changes over to 
the uniform rotation of the interi- 0.1 
or. In our model, the turbulent 
convection zone has a high diffu- 0 
sivity on the order of 108 m2/s, 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
with the diffusivity falling rapidly 
but smoothly within the tachocline to a value three orders of magnitude less in the radiative region. A 
meridional flow confined to the tachocline and above (represented by streamlines with arrowheads 
marking the direction of circulation) leads to sunspot formation at high latitudes. However, a deeper 
flow (indicated by arrows) penetrating below the tachocline (streamlines of such a flow are shown in 
Fig. 3A) generates sunspots at low latitudes, as observed. The flow amplitude is taken to be 20 m/s at 
the surface (20). Our computation domain corresponds to the northern hemisphere of the Sun, 
extending from latitudes 0? (equator) to 90? (pole) and from 0.55R (in the radiative interior) to the solar 
surface. We take a positive (x-effect (which represents the mechanism of poloidal field generation from 
the decay of sunspots) concentrated between 0.95R and R and with an angular dependence of cos 0. 

B A 

a) 

onal flow confined to the tachocline and above. 
A meridional flow of material that penetrates 

beneath the SCZ and the tachocline into the 
stable radiative layers below (Fig. 3A) can re- 
solve the above problem. In this case, the toroi- 
dal field created at high latitudes is dragged 
down immediately into the stable region by the 
meridional downflow there. A horizontal mag- 
netic field becomes buoyant if it is at or above 
the base of the SCZ, where the temperature 
gradient is either nearly adiabatic or superadia- 
batic. But its buoyancy can be suppressed (25, 
26) if it is put in the subadiabatic stable interior 
just beneath the tachocline. The strong magnetic 
field produced at high latitudes cannot erupt 
there if it is pushed down into the stable layers 
by the penetrating meridional downflow. Sub- 
sequently, the counterflow transports it equator- 
ward through this stable region. Only when the 
meridional flow rises at low latitudes can the 
toroidal field come out through the base of the 
SCZ and be subject to magnetic buoyancy, 
erupting outward to form sunspots. This scenar- 
io, shown explicitly through the results of our 
dynamo simulations (22) in Figs. 2B and 3, is 
remarkably successful in giving a consistent 
description of the observations of sunspots at 
low latitudes in light of recent developments. 

According to conventional wisdom, the 
toroidal field that produces sunspots at low lat- 
itudes is generated at the low latitude itself. In 
contrast, our results show that the strong toroidal 
field is actually generated above 45? latitude but 
is allowed to come out into the SCZ and erupt 
only at low latitudes. 

It is not immediately obvious what physical 

o Time 2T 

Fig. 2. An eruption latitude versus time plot of sunspots is traditionally 
called a butterfly diagram. To compare with observations, we construct 
theoretical butterfly diagrams showing the values of the toroidal mag- 
netic field at the base of the SCZ (at 0.71R) over two dynamo periods T 
(equivalent to four sunspot cycles). Solid and dashed contours represent 
positive and negative values of the magnetic field, respectively, with 
thicker contours depicting stronger fields. A buoyancy formulation (16, 
22) is built into the model, wherein toroidal magnetic fields exceeding 
105 G above the base of the convection zone (but not below) erupt 
radially outward to the surface, simulating sunspot formation. Overlaid 
on the magnetic field contours are gray regions denoting the latitudes at 

which eruptions occur with the progress of the solar cycle. With a 
meridional circulation confined to the tachocline and above (A), the 
strongest magnetic fields form at high latitudes, resulting in eruptions 
there. With a meridional flow that penetrates below the tachocline (B) 
(streamlines of such a flow are shown in Fig. 3A), the above scenario 
changes, resulting in eruptions only at low latitudes, as observed. A 
deeply penetrating flow increases the dynamo time period. For ex- 
ample, the half-cycle period for (A) is about 15 years, whereas that of 
(B) is 18 years. Although the parameters can be fine-tuned to reduce 
the period, we do not attempt this, as we are interested in the robust 
large-scale behavior. 
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enough to produce stronger magnetic fields 
there, as compared to the positive radial shear in 
the tachocline at low latitudes (24). Attempts 
have also been made to avoid stronger activity 
at high latitudes by artificially suppressing the 
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Fig. 3. A meridional cut of the Sun 
corresponding to the simulation geom- 
etry (the same domain as in Fig. 1). The 
meridional circulation (A) is depicted 
by black streamlines with arrows mark- 
ing the direction of flow. The flow now 
penetrates below the tachocline (the 
shaded gray region) down to a depth of 
0.6R. A snapshot of the toroidal field 
configuration at a particular instant of 
time (B) shows a belt of negative toroi- 
dal field (dashed contours) being 
pushed below the tachocline (into the 
stable region) by the penetrating flow 
at high latitudes, while simultaneously 
at low latitudes, a belt of positive toroi- 
dal field (solid contours) is being 
pushed out into the convection zone, 
where it can erupt to form sunspots. 
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mechanism can drive such a deeply penetrating 
meridional flow. However, recent simulations 
of solar convection show that downward-direct- 
ed convective plumes (originating in the SCZ 
and penetrating into the stable regions below) 
tend to have a net equatorward motion inside 
the stable region (27, 28). These downward 
plumes are capable of pushing the magnetic 
field into the stable interior (29). 

We have shown that a meridional circulation 
penetrating below the tachocline can explain the 
latitudinal distribution of sunspots. At present, 
this seems the best way to resolve the impasse 
that has been plaguing modem solar dynamo 
theory. Although the ill-understood question of 
angular momentum balance (30) must be ad- 
dressed for a flow penetrating into the nearly 
uniformly rotating upper radiative region, this 
flow would help in explaining the lithium de- 
pletion and its connection to angular momentum 
loss (31) observed in stars at various phases of 
stellar evolution. A penetrating flow can also 
contribute to the sound speed anomaly that is 
observed beneath the tachocline (32, 33). 
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theory. Although the ill-understood question of 
angular momentum balance (30) must be ad- 
dressed for a flow penetrating into the nearly 
uniformly rotating upper radiative region, this 
flow would help in explaining the lithium de- 
pletion and its connection to angular momentum 
loss (31) observed in stars at various phases of 
stellar evolution. A penetrating flow can also 
contribute to the sound speed anomaly that is 
observed beneath the tachocline (32, 33). 
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The introduction of biodegradable implant materials as well as minimally invasive 
surgical procedures in medicine has substantially improved health care within the 
past few decades. This report describes a group of degradable thermoplastic poly- 
mers that are able to change their shape after an increase in temperature. Their 
shape-memory capability enables bulky implants to be placed in the body through 
small incisions or to perform complex mechanical deformations automatically. A 
smart degradable suture was created to illustrate the potential of these shape- 
memory thermoplastics in biomedical applications. 
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Current approaches for implanting medical de- 
vices, many of which are polymeric in nature, 
often require complex surgery followed by de- 
vice implantation. With the advent of minimally 
invasive surgery (1), it is possible to place small 
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devices with laprascopes. Such advances create 
new opportunities but also new challenges. How 
does one implant a bulky device or knot a suture 
in a confined space? It occurred to us that the 
creation of biocompatible (and ideally in many 
cases degradable) shape-memory polymers with 
the appropriate mechanical properties might en- 
able the development of novel types of medical 
devices. 

Shape-memory polymers possess the ability 
to memorize a permanent shape that can sub- 
stantially differ from their initial temporary 
shape. Large bulky devices could thus potential- 
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