
REPORTS 

21. L R. Faulkner, A. J. Bard, in Electroanalytical Chemistry, 
A. J. Bard, Ed. (Dekker, New York, 1977), vol. 20, pp. 
1-95. 

22. T. C. Richards, A. J. Bard, Anal. Chem. 67, 3140 
(1995). 

23. H. S. White, A. J. Bard, J. Am. Chem. Soc. 104, 6891 
(1982). 

24. A. W. Knight, G. M. Greenway, Analyst 119, 879 
(1994). 

25. M. Shim, P. Guyot-Sionnest, Nature 407, 981 (2000). 
26. C. Wang, M. Shim, P. Guyot-Sionnest, Science 291, 

2390 (2001). 
27. T. Makimura, Y. Kunii, N. Ono, K. Murakami, Appl. 

Surf. Sci. 127-129, 388 (1998). 

28. H. C. Choi, J. M. Buriak, Chem. Mater. 12, 2151 
(2000). 

29. The support of this research by grants from NSF and 
the Robert A. Welch Foundation is gratefully ac- 
knowledged. Thanks to P. Barbara, F. R. Fan, and M. 
Buda for helpful discussions. 

26 December 2001; accepted 3 April 2002 

Global Azimuthal Anisotropy in 
the Transition Zone 

Jeannot Trampertl* and Hendrik Jan van Heijst2 

Surface wave dispersion measurements for Love wave overtones carry evidence 
of azimuthal anisotropy in the transition zone of Earth's mantle (400 to 660 
kilometers deep). A Backus-Gilbert inversion of anisotropic phase velocity maps, 
with resolution kernels mainly sensitive to the transition zone, shows a robust 
long-wavelength azimuthally anisotropic velocity structure. This observation 
puts new constraints on the mineralogy and dynamics of the transition zone 
because this anisotropy may result from aligned minerals, tilted laminated 
structures, or even organized pockets of fluid inclusions. 

The nature of tie transition zone has always 
been central to understanding the dynamics of 
Earth's mantle. Our inferences on the thermal 
and chemical evolution of Earth depend largely 
on whether the transition zone is due to pres- 
sure-induced phase changes and/or composi- 
tional variations of minerals (1). All seismic 
investigations of transition zone structure as- 
sume isotropic velocities. Seismic anisotropy is 
recognized as a good indicator of deformation 
and mantle flow (2, 3), but is mainly observed 
in the uppermost mantle (4). Particularly in the 
transition zone, the observation of anisotropy is 
difficult because fundamental mode surface 
waves have most of their sensitivity above the 
transition zone and the bulk of teleseismic body 
waves, below. Nevertheless, an indication of 
radial anisotropy around the 660-km disconti- 
nuity was found by reconciling observations of 
body wave travel times and free oscillation 
frequencies with a spherically symmetric model 
(5). Indications of localized azimuthal anisotro- 
py near the same depth are inferred from com- 
pressional (P) to horizontal shear (SH) wave 
conversions (6, 7). Some observations of main- 
ly S wave splitting require anisotropy in the 
upper transition zone (400 to 520 kin) (8) and 
just below the 660-km discontinuity (9). 

It recently became possible to make auto- 
matic surface wave overtone phase velocity 
measurements from millions of seismograms 
(10). These data are ideally suited for studying 
the transition zone because of their peak sensi- 
tivity in this depth range. Theory indicates (11, 
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12) that a slightly anisotropic medium causes an 
azimuthal dependence of local phase velocities 
of Love and Rayleigh surface waves as follows 

dc 
- (w,4) = oto() + al(&) cos(2I) 

+ (X2(() sin(2) + t3()) cos(44) 

+ 0L4((1)) sin(40) (1) 

where dclc is the relative phase velocity pertur- 
bation with respect to a spherically symmetric 
reference Earth model, X is the radial frequen- 
cy, and + is the azimuth along the path. It can 
be shown that the oti() are local vertical aver- 
ages of 13 independent linear combinations of 
specific elements of the stiffness tensor (13). 
ao(Q) corresponds to the average over all azi- 
muths and describes transverse or radial anisot- 
ropy involving the well-known Love parame- 
ters A, C, F, L, and N (14). The 2* and 4* 
terms involve an additional eight parameters 
that describe the azimuthal variations of A, F, 
L, and N. To make robust inferences of anisot- 
ropy, we chose to use Love wave overtones 
only [see Methods in Supporting Online Mate- 
rial (SOM)], where the 2* and 4* terms depend 
on one elastic parameter each, referred to as G 
and E, respectively (13). 

We selected more than 100,000 Love wave 
measurements for minor and major arc paths 
corresponding to the first and second overtone 
branch (see Methods in SOM). The minor arc is 
the great circle angular distance between source 
and receiver, and the major arc is its comple- 
ment. The path averaged phase velocity mea- 
surements are used to derive models of azi- 
muthal anisotropy specified by the coefficients 
a1i() (see Methods in SOM). Fundamental 
mode phase data cannot easily distinguish be- 
tween isotropic and anisotropic models (15, 16) 

because of the uneven local azimuthal cover- 
age, which is responsible for tradeoffs between 
the different oxi(X). We designed a technique 
based on relative weighting, which finds the 
optimal amount of azimuthal anisotropy for a 
given data set (see Methods in SOM), and we 
constructed phase velocity models based on Eq. 
1. Toroidal overtone measurements are more 
difficult to make than spheroidal ones and have 
not previously been used for inferring three- 
dimensional (3D) Earth structure. Apart from 
strict quality checks on the data (17), the orig- 
inal measurement technique (10) has been ex- 
tend to major arcs, which makes the overtone 
separation easier due to a longer distance of 
propagation. We furither compared the isotropic 
part of our constructed phase velocity maps 
with those predicted from the 3D velocity mod- 
el S20RTS (18). This model did not use any 
Love wave data, and the predictions can thus be 
used as an independent quality check of our 
measurements. For all selected overtones, the 
correlation (up to spherical hannonic degree 
20) between our ot0(w) maps and the S20RTS 
predictions ranged from 0.75 to 0.80 with boot- 
strap confidence levels (19) higher than 99%. 
These high correlations corroborate the effec- 
tiveness of the measuring technique to separate 
overtones. 

The anisotropic phase velocity models spec- 
ify at each point on Earth's surface the local 
depth averages of the anisotropic parameters G 
and E that describe the 24 variation of the 
vertical shear velocity (SV) and the 4* varia- 
tion of the SH velocity, respectively. The depth 
kernels are calculated in a spherical Earth (16, 
20) (fig. S1). At a given depth, G and E are 
calculated from the secondary data [o(i(X)] and 
the kernels. This represents a linear inverse 
problem, and the most general solution is to 
construct models as a linear combination of the 
data themselves. We opted for a Backus-Gilbert 
approach (21), where the resolution of the mod- 
el itself is optimized toward a desired shape 
(see Methods in SOM). For our given over- 
tones, we were able to find a set of coefficients 
that give resolution kernels mainly sensitive to 
the transition zone (Fig. 1). These resolution 
kernels show that most structure above and 
below the transition zone cancels out; i.e., a 
synthetic test with data derived from a target 
model above or below the transition zone 
would retrieve an almost zero model, whereas a 
target in the transition zone would be filly 
recovered. Such a Backus-Gilbert inversion 
represents a test of whether or not anisotropy is 
present in the transition zone. 
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The horizontal resolution is determined by 
the resolution of the individual phase velocity 
maps (fig. S2). It differs slightly for each 
overtone because the ray coverage is not 
exactly the same. This could introduce spu- 
rious structure in the target zone because we 
take a linear combination of phase velocities 
with varying spatial resolution. The resolu- 
tion of the lowest spherical harmonic degrees 
is equal for all phase velocity maps because 
we made unbiased, low-degree expansions. 
For robustness, we concentrated on degree 2 
for the 2* maps and degree 4 for the 4* 
maps. All the variance reduction gained by 
the introduction of azimuthal terms in the 
phase velocity maps (1.5 to 2% per overtone, 
fig. S3) can potentially be put into the target 
zone by the Backus-Gilbert technique and 
bias the amplitude estimation. Love wave 
overtones are strongly sensitive to the G pa- 
rameter, which allowed us to design an ex- 
periment to constrain the amplitude in the 
inversion. Fundamental mode surface wave 
dispersion is easier to measure, and we con- 
structed azimuthally anisotropic phase veloc- 
ity maps for 100-s Rayleigh waves using 
75,515 minor and major arc measurements. 
We then chose the Backus-Gilbert target to 
be the sensitivity kernel for the G parameter 
of this fundamental mode Rayleigh wave 
(Fig. 1). The coefficients for the linear com- 
bination that matches the target were ob- 
tained, solving an optimization problem that 
needs regularization. Damping was chosen so 
that the root mean square (rms) amplitudes in 
both maps were similar. This damping, which 
can be used for all inversions with the same 
data, has a direct influence on the amplitude 
match but not on the directions that remain 
unchanged for large ranges of damping. This 
suggests that the anisotropic directions are 
robust. The overall correspondence is very 
good (Fig. 2, fig. S4A), giving a correlation 
between the two G fields of 0.7 with a boot- 
strap confidence level higher than 99%. Re- 
maining differences may be due to the elastic 
constants B and H (with strong sensitivity to 
lithospheric structure), which contribute to 
the fundamental mode Rayleigh wave map, 
but we cannot model with Love wave over- 
tones. Another concern could be the influ- 
ence of topography on existing seismic dis- 
continuities. We performed a test correcting 
the measured Love wave overtone phase ve- 
locities with crustal model CRUST5.1 (22) 
before inversion. This left the azimuthal 
terms unchanged, indicating a low trade-off 
between crustal thickness and the azimuthal 
terms. Because the topography on the Moho 
depth is probably larger than any topography 
on the 400- and 660-km discontinuities, we 
suggest that undulations on seismic disconti- 
nuities have at most a second order influence 
on our modeled azimuthal anisotropy. 

The results for the transition zone anisotro- 

py (Fig. 3) show lateral variations of G with a 
rms amplitude of 1%. This is about three times 
as large as the rms amplitude for E. Given the 
sensitivity of our overtones, we can change the 
position of the target zone to get anisotropic 
models at different depths. Between 100 to 200 
km depth, the rms amplitude of the G parameter 
is 0.5% and decreases to 0.2% between 200 and 
400 km. In the transition zone, amplitudes in- 
crease again. The overall 2* correlation be- 
tween the transition zone model (Fig. 3B) and 
our predicted surface model (Fig. 2B) is -0.55 
with a bootstrap confidence level of just under 
80%. The negative sign indicates an anticorre- 
lation between models close to the surface and 
those in the transition zone, but plotting local 
differences of directions on the sphere (fig. 
S4B) shows a more complex pattern than a 

simple 900 rotation. The E parameter has a rms 
amplitude of 0.6% between 100 and 200 km 
depth and decreases to a constant level of 0.3% 
in deeper parts of the upper mantle. Worrisome 
could be the possible coupling of modes, which 
could alter the sensitivity kernels. The linear 
combination of overtones we deduced from the 
uncoupled kernels, then, would not necessarily 
eliminate structure outside the transition zone. 
Along-branch coupling is not an issue, because 
the kernels vary smoothly with frequency for a 
given overtone. Cross-branch coupling is pos- 
sible (23), but no detailed study has been done 
on how strong coupling might be for an arbi- 
trary stiffness tensor. Our Rayleigh prediction 
(Fig. 2) might help assess this question. The 
self-coupling Love wave overtone kernels, as 
used here, cannot predict azimuthal anisotropy 
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observed from fundamental mode Rayleigh 
waves if the kemels are strongly affected by 
cross-branch coupling. The presence of possi- 
ble higher degree structure and a more classical 
inversion for a full model might change some 
details of our observations, but our analyses 
shows that transition zone anisotropy is re- 
quired by the seismic data. This anisotropy 
remained undetected for so long because long- 
period fundamental mode Love waves, though 
sensitive to the transition zone, show little sen- 
sitivity to G, and E has a small amplitude in the 
transition zone. Long-period Rayleigh waves 
suffer from tradeoff between G, B, and H are 
thus difficult to analyze. Only Love wave over- 
tones have the right sensitivity to G and E in the 
transition zone. 

This observation of anisotropy puts con- 
straints on the nature of the transition zone. 
Both the lattice-preferred orientation (LPO) 
of anisotropic minerals and the shape-pre- 
ferred orientation (SPO) of secondary phases 
can give rise to anisotropic structures in 
Earth's mantle. The occurrence of these 
structures depends on the deformation mech- 
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Fig. 3. The transition zone model for E (A) and G (B) corresponding to the resolution kernels in Fig. 
1. The gray scale in the background corresponds to the peak-to-peak amplitude of anisotropy 
expressed relative to the average elastic Love parameter L of PREM. The black lines represent the 
fast directions, and the plate boundaries are in white. 

anism in the mantle. Dislocation creep is 
generally favored in boundary layers, which 
can result in LPO and SPO (24), but SPO 
obtained by diffusion creep cannot be exclud- 
ed as yet. Candidates for LPO are wadsleyite 
and ringwoodite, anisotropic crystals result- 
ing from phase transitions of olivine in the 
transition zone (25). Depending on the geo- 
therm and aluminum content in the upper 
mantle, ilmenite is another strongly anisotro- 
pic crystal that could be present. To explain 
observed transverse anisotropy in and below 
the transition zone, Karato (24) favors lami- 
nated structures (SPO). If these structures are 
tilted, azimuthal anisotropy could result. SPO 
of partial melt inclusions has been evoked to 
explained observed anisotropy in the lower- 
most mantle (26), but the presence of partial 
melt in the transition zone is not as likely 
(27). Assuming that dislocation creep is re- 
sponsible for our observations, one is tempt- 
ed to infer that mantle flow should have some 
horizontal component in the transition zone. 
However, recent modeling efforts (28) and 
experiments on wet olivine (29) showed that 

the correspondence between flow geometry 
and fast anisotropic directions is more com- 
plicated than previously thought. 
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