
SCIENCE'S COMPASS 

PERSPECTIVES: SELF-ASSEMBLY 

Persistence Pays Off 
Christopher K. Ober 

Supermolecular structures can potential- 
ly act as scaffolds for the organization 
of inorganic nanoparticles. This ap- 

proach has applications in optical, electron- 
ic, and magnetic materials. For example, 

precise spacing of 
Enhanced online at magnetic domains 
www.sciencemag.org/cgi/ might allow ex- 
content/full/296/5569/859 tremely high-density 

memory storage. 
How can these nanostructures be formed? 
Rod-shaped molecules in low-molar mass 
liquid crystals can form complex 
mesophases in which the rods are 
lined up side by side and end to end, 
producing an organization rivaling 
that of solid crystals. Similarly, rod- 
like macromolecules such as 
polypeptides can also be organized * 
into ordered liquid crystalline struc- * 
tures, and the organization readily re- * I 
tained in the solid state, resulting in a I 
single layer of molecules that spans i 
micrometers (see the figure). Coil- 

On page 892 of this issue, Belch- 
er and co-workers (1) use 
biomolecular engineering 
to construct an ordered C ... 
nanocomposite from semi- 
flexible, shape-persistent 
bacteriophages and ZnS 
nanoparticles. By com- 1 
bining bacteriophages Chemi( 

engineered with ZnS- photorE 
specific binding groups 
at one end with nanopar- weight and volun 
tides of ZnS, they pro- is shown (lookin 
duced liquid crystalline block copolymer. 
suspensions that could formed. The comrn 
be easily cast into highly with up to microi 
organized solids with electronics revoli 
the ZnS constrained to tion. The scheme 
widely spaced, uniform micrograph of a 
layers. riophage dwarfs 

Liquid crystallinity in the liquid crystal 
suspensions of viruses 
has been recognized for some time. Using 
similar bacteriophages, Marvin and co- 
workers formed liquid crystal phases in so- 
lution by suspending sufficiently high con- 
centrations of viral rods in appropriate sol- 
vents (2). Such mixtures are birefringent 
and can be aligned in magnetic or electric 
fields. The bacteriophage has a diameter of 
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about 6 nm, making it much larger than 
most rodlike macromolecules. In addition, 
whereas a typical axial (length to width) ra- 
tio of low-molar mass liquid crystals is 6:1, 
in bacteriophages it is on the order of 150:1 
with controllable lengths as long as 2000 
nm. Like the recently reported rodlike, 
poly(benzyl glutamate) polymers produced 
by bacterial-growth methods (3), the length 
of the viral structures can be varied over 
several orders of magnitude while maintain- 
ing monodispersity. However, the dimen- 

sions of the polypep- 
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5 to 200 nm. Structures and sizes 
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g down the cylinders). The inset is an electron microE 
.(B) By stiffening one of the block segments, larger s 
petition between rigid and flexible segments leads to 
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state. 

those of the viral assemblies. The viral rods 
can be organized into assemblies with lines 
less than 50 nm wide, periodically spaced 
by the length of the rods. This scale is 
smaller than can be accessed by advanced 
optical or electron beam lithography (4). 

The only other methods that can be used 
to form nanostructures with dimensions less 
than 50 nm are patterning techniques that 
use scanning probe methods or self-assem- 
bly of other natural or synthetic macro- 
molecules. For example, dip-pen lithogra- 

phy is a patterning technique that permits 
the formation of arbitrary lines and shapes 
at this dimension, but it would take a great 
deal of time to span the dimensions covered 
by the viral assemblies (5). Self-assembly of 
block copolymers allows the formation of 
regular arrays of hexagonally arranged disks 
on the order of 20 to 50 nm. The resulting 
thin-film patterns have been examined as 
templates for the creation of quantum dots 
(6) and electrode arrays (7). However, there 
are many unresolved challenges to using 
self-assembly of polymers for nanostructure 
organization, including the difficulty of cre- 
ating defect-free structures over long dis- 
tances. To date, narrow-width lines that 
would allow precise placement of functional 
particles have not been formed with this 
block copolymer patterning method. This is 
partly because block copolymers typically 
are flexible polymers, and the pattern is 
formed by the relatively weak forces associ- 
ated with the intermaterial dividing surface. 

One way to precisely separate nanopar- 
ticles by a fixed distance is through the 
self-assembly of more rigid, rodlike poly- 
mers (8, 9). The stiffness of the rod poly- 
mer determines the nature of any interma- 
terial dividing surface and favors a flat in- 
terface. Given a sufficiently long, monodis- 
perse rod, it is possible to create large-di- 
mension planar structures with narrow in- 
termaterial lines, as in the bacteriophage 

assemblies, but with 
more precise regis- 
tration in the solid 

=.,. . .....,.....^,..3 state. In block co- 
length polymers, the loca- 

tion of the function- 
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However, it remains difficult to incorporate 
functional inorganic materials into block 
copolymer arrays without complex 
postassembly processing. 

Bacteriophages offer another way to 
form large-dimension patterned assemblies 
by merging biomolecular science with ma- 
terials science. Key to this process is the en- 
gineering of the phage to specifically bind 
functional components, as has been done 
for a variety of inorganic materials (10). 
Because the phage are strongly bound to 
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the inorganic components, the phage are 
participants rather than bystanders in the 
assembly process. Relatively small (~20 nm 
in diameter) particles are easily organized 
into the layered structure formed by the vi- 
ral rods, leading to well-populated lines on- 
ly a few tens of nanometers across spaced 
by the length of the bacteriophages. Incor- 
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poration of various appropriate molecular 
components could allow this self-assembly 
process to generate a variety of optical, 
electronic, or magnetic devices. 
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In the race to implement a real quantum 
computer, systems based on macroscopic 
electrical circuits incorporating Josephson 

junctions have until now been something of a 
dark horse. Such systems may be scalable up 
to the minimum number of qubits that would 
make a real-life quantum computer useful. In 
addition each qubit can be individually ad- 
dressed by conventional techniques of elec- 
trical engineering. However, by the phe- 
nomenon of decoherence (1), any irreversible 
interaction of a quantum-mechanical system 
with its environment destroys the phase rela- 
tions between the different branches of its 
wave function. These phase relations are at 
the very heart of proposals for quantum 
computing (2) and decoherence has been 
thought to be a serious drawback. Two pa- 
pers in this issue [Yu et al. on page 889 (3) 
and Vion et al. on page 886 (4)] have now 
shown that this view may be too pessimistic. 

A qubit-the basic element in a quan- 
tum computer-can be formed by any 
physical system whose motion is effec- 
tively restricted to a two-dimensional 
Hilbert space (that is, whose state is re- 
stricted to being an arbitrary superposition 
of two "basis" states). It is often conve- 
nient to represent such a system as a "par- 
ticle" of spin 1/2, subject to a fictitious 
"magnetic field" whose direction we con- 
ventionally take to define the z axis; how- 
ever, in some cases the most easily ob- 
servable quantity turns out to be the x 
component of the "spin," S,. In any case, 
what is of most interest in the context of 
quantum computing is the extent to which 
the phase relation between the "spin-up" 
and "spin-down" components of the wave 
function is preserved, and this turns out to 
be equivalent to the extent to which the di- 
rection of the xy-plane component of the 
spin vector remains well-defined. The ef- 
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fect of decoherence in randomizing the 
relative phase, and thus this direction, is 
usually quantified by the inverse of'the 
"phase relaxation time" T, (T2 in the con- 
ventional NMR language), or equivalently 
by the quantity Q,, which is half the prod- 
uct of T, and the (angular) Larmor preces- 
sion frequency (that is, Q, is approximate- 
ly the number of revolutions for which the 
direction of the xy component of spin re- 
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Probing coherence in macroscopic systems. In a 
tion experiment (top) the z component of "spin" 
expected damped sinusoidal behavior. In a Rams{ 
periment (bottom) the x component as probed at 
p, shows damped sinusoidal oscillations at the be 
Qlp- QL (QL = Larmor frequency). 

Probing coherence in macroscopic systems. In a 
tion experiment (top) the z component of "spin" 
expected damped sinusoidal behavior. In a Rams{ 
periment (bottom) the x component as probed at 
p, shows damped sinusoidal oscillations at the be 
Qlp- QL (QL = Larmor frequency). 

mains well-defined). It is generally be- 
lieved that successful quantum computa- 
tion requires, as a minimum, that Q, 
should be at least of the order of 104. In- 
formation on Q1, can be obtained from 
Rabi-oscillation experiments, in which the 
system is driven by an rf field with fre- 
quency close to the Larmor frequency and 
the expectation value of the z component 
of spin is monitored (sufficiently noninva- 
sively) as a function of time, and more di- 
rectly from "Ramsey-fringe" (free-preces- 
sion) experiments that effectively measure 
the expectation value of the x component 
as a function of the time for which the 
precession has lasted. In addition to T,, it 
is sometimes useful to define the "longi- 
tudinal" or "energy" relaxation time T1; in 

practice T7 is almost always 
longer than Tp,. Proposals to 
use Josephson systems as 

w qubits have up to now most- 
ly concentrated (5) on two 
specific implementations, 
the "Cooper-pair box" 
("charge qubit") and the "rf 

/ SQUID ring" ("flux qubit"). 
In the first case, a small su- 
perconducting grain is con- 
nected to a superconducting 

W______ reservoir by a Josephson 
20 junction. The eigenstates of 

Sx correspond to states with 
N and N + 1 Cooper pairs 

:ai::~: (electronic "quasi-molecules") 
on the grain. (Other possi- 
ble states have much higher 

7 energies and can be ig- 
~f ~ nored). At a suitable bias 

voltage on the grain relative 

. t ~ to the reservoir, these states 

C f\ / \ / are degenerate in the ab- 
* 9^ V sence of Josephson tunnel- 

* . ing, but such tunneling 
~A* splits them. Using the 

•_ "spin" analogy, this pro- 
vides a magnetic field in the 

0.5 0.6 z direction. In this system 
>' ~ the most serious source of 

Rabi-oscilla- decoherence is believed to 
displays the be fluctuations in the bias- 

ey-fringe ex- ing voltage ("charge noise"); 
a frequency despite this, Nakamura et 

at frequency al. (6) were able to perform 
free-precession experiments 
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