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Either way, we should be careful neither to 
conflate real clinical science with mere testing 
of technologies (such as drug trials) nor with 
outcomes research (7, 8). We need all these 
activities, and there is room for real intellectual 
innovation in the way we carry them out. But 
clinical science remains distinct-namely, solv- 
ing disease based on the experience of seeing, 
thinking about, and treating individual patients. 
How did we forget? 
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Human disease phenotypes are controlled not only by genes but by lawful 
self-organizing networks that display system-wide dynamics. These net- 
works range from metabolic pathways to signaling pathways that regulate 
hormone action. When perturbed, networks alter their output of matter 
and energy which, depending on the environmental context, can produce 
either a pathological or a normal phenotype. Study of the dynamics of 
these networks by approaches such as metabolic control analysis may 
provide new insights into the pathogenesis and treatment of complex 
diseases. 
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Cell and molecular biology, in conjunction 
with new theoretical developments, have, in 
the past decade, taken us from a grossly naive 
view of genetic determinism (that complex 
traits are caused by a single gene) to the stark 
reality that almost all human diseases are 
complex context-dependent entities to which 
our genes make a necessary, but only partial, 
contribution (1). Molecular biologists have 
rediscovered the profound complexity of the 
genotype-phenotype relationship, but are un- 
able to explain it: Something is missing. The 
missing element was described 35 years ago 
by Michael Polanyi, who characterized live 
mechanisms and information in DNA as 
"boundary conditions with a sequence of 
boundaries above them" (2). 

Biologists today who work on systems 
biology refer to these boundary conditions as 
levels of constraints, or control constraints, 
outlined in Table 1. Molecular biology has 
shown that in the progression from genotype 
to phenotype, many levels of control are in- 
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troduced. Each control level is defined by a 
dynamic system of self-organizing proteins, 
the output of which is governed by laws that 
are still poorly understood. Polanyi illustrated 
his concept of levels of control with a meta- 
phor from the game of chess: "The strategy of 
the player imposes boundaries on the several 
moves which follow the laws of chess, but 
our interest [in experimental biology] lies in 
the boundaries, that is, in the strategy, not in 
the several moves as exemplifications of the 
laws." Molecular biology, in identifying con- 
trol levels, has focused on the "moves" of 
genes and proteins but has largely ignored the 
strategy used by dynamic protein networks 
that generate phenotype from genotype. Sys- 
tems biology is all about finding the strategy 
used by cells and at higher levels of organi- 
zation (tissue, organ, and whole organism) to 
produce orderly adaptive behavior in the face 
of widely varying genetic and environmental 
conditions (3). At the center of this effort is a 
need to understand the formal relationship 
between genes and proteins as agents, and the 
dynamics of the complex systems of which 
they are composed. Much effort has been 
spent in attempts to predict phenotype, first 
from genomic, and then from proteomic, da- 
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tabases. But these databases do not contain 
sufficient information to specify the behavior 
of a complex system. The "systems" relation- 
ship between genotype and phenotype is per- 
haps best represented in the formulation by 
Howard Pattee (4). 

Dynamics describes laws (operating rules) 
controlling the behavior (the phenotype) of 
any self-organizing system of gene-encoded 
proteins. Therefore, we expect that the vari- 
ous transitions shown in Table 1 will involve 
laws governing an orderly interaction be- 
tween proteins; between proteins and envi- 
ronmental signals; and, in the case of DNA 
binding proteins (level 1, Table 1), between 
proteins and critical small molecules such as 
nicotinamide adenine dinucleotide (NAD)/ 
NADH, where molecular concentrations are 
symbols of the entire bioenergetic state of the 
cell. DNA binding proteins that also sense 
levels of NAD/NADH are able to transmit 
that "sense" of energy readiness of a cell to 
information that changes the pattern of gene 
expression and, therefore, changes the ener- 
gy-dependent cellular phenotype (5-7). The 
systems controlling transitions from tran- 
scriptome to proteome (level 2) and from 
proteome to complex systems (level 3) are 
presently foci of intense research activity, but 
we are still mostly ignorant of the laws gov- 
erning the context dependency and integra- 
tion of environmental signals into the output 
patterns of those systems. 

In contrast, at the level of metabolic net- 
works, it is clear that the phenotype (the 
output of energy and matter) is predictable 
from known laws of chemistry: laws of ki- 
netics and thermodynamics (8). Metabolic 
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networks such as glycolysis and the mito- 
chondrial tricarboxylic acid (TCA) cycle and 
electron transport system are common to all 
cells. Metabolic control analysis (MCA), dis- 
cussed below, may reveal, on a cell- and 
tissue-specific level, changes in redox poten- 
tial and in key redox-sensing proteins that in 
turn are related to changes in gene expression 
and therefore to disease phenotype (Table 1). 

Metabolic Control Analysis and 
Complex Disease 
Metabolic systems are identical in all human 
cells. They are responsible for the conversion 
of matter into the energy of adenosine 
triphosphate (ATP) and therefore into the 
many work functions necessary for health 
and for life. When these systems are impaired 
by defective genes or proteins or by environ- 
mental conditions, they fail to supply energy 
at the level demanded by workloads, and the 
organism as a whole fails as a robust healthy 
entity. 

These systems, as one might expect, are 
also equipped with a variety of redundant 
mechanisms: alternative pathways through 
which normal levels of "bioenergetic poten- 
tial" may be restored and maintained even in 
the presence of genetic or environmental in- 
sult. Metabolic control theory has established 
two fundamental concepts of metabolic sys- 
tems regulation: distributed control and 
supramolecular organization of the many 
enzymes that constitute a given metabolic 
process. Together they state that the control 
of the overall output of a metabolic pathway 
is distributed among all the enzymes in that 
pathway, that any one enzyme or several 
enzymes may become rate limiting depend- 
ing on local conditions, and that the intercon- 
nectedness between the enzymes is such that 
it is not possible to change the activity of one 
without affecting the entire system. These 
two concepts have been confirmed for the 
pathways of glycolysis and the TCA cycle of 
mitochondria (9, 10). Context-dependent reg- 

ulation of multienzyme systems creates a for- 
midable problem: How does one go about 
analyzing such a complex system with so 
many interactions and variables? MCA pro- 
vides a theoretical basis for measuring the 
sensitivity of enzymes to many variables 
(such as substrate concentration, ions, etc.). 
Using these quantitative measurements from 
human tissue and standard equations of kinet- 
ics and thermodynamics, it is possible to 
identify not only the key control points but 
also the effects of altered genes and environ- 
ments on the overall bioenergetic processes 
of cells in normal or diseased tissues. In 
short, the phenotype-the flux of matter and 
energy through the system-is predictable 
from quantitative measurements fitted to ki- 
netic and thermodynamic equations; no addi- 
tional modeling or computational strategies 
are required. 

An important point worth emphasizing 
is that metabolism presents itself as a uni- 
versal and predictable process underlying 
all phenotypes. MCA would appear, there- 
fore, to be an essential aspect of clinical 
analysis of human diseases. This predict- 
ability of a complex biological system 
stands in contrast to other systems and 
levels of regulation described recently in 
this journal (3), in which fundamental laws 
and their equations are not known and ex- 
tensive computational and modeling strate- 
gies must be attempted. 

MCA principles have been confirmed 
and applied, directly or indirectly, to living 
systems, including cellular models of two 
neurodegenerative diseases: Alzheimer's 
disease (AD) and Parkinson's disease. The 
sought-after research end point is an under- 
standing of these two diseases in terms of 
their metabolic control and possible meta- 
bolic therapy. It is surprising, perhaps, that 
this research path into neurodegenerative 
diseases begins with observations on such 
disparate topics as starving humans, motile 
sperm, and failing hearts with and without 

Table 1. Levels of regulation-loci of control constraints-above the genome. 

Levels and transitions 

1. Genome to transcriptome 

2. Transcriptome to proteome 

3. Proteome to dynamic system 

4. Dynamic systems to phenotype 

Dynamic regulatory system 

Epigenetic regulation of gene expression (5). Includes 
pathways that detect energy levels (redox levels) and repress 
DNA transcription when cellular NADH levels are increased 
(6, 7). 
Regulatory constraints include posttranslational modification 
of proteins. 
Metabolic networks of glycolysis and mitochondrial 
oxidation-reduction are the dynamic systems presently the 
best understood in terms of both mechanism of formation 
and operating principles (8). They display control distributed 
over all enzymes of a network, and their phenotype includes 
cellular redox potential. 
Control of global phenotype such as disease may be localized 
to a single regulatory system (such as metabolic, hormone 
signaling, etc.) or be distributed over many systems and 
levels. 

insulin (11). Common to all these is the fact 
that normal levels of ketone bodies, beta 
hydroxy butyrate (P-OHB), and acetoace- 
tate (both normally occurring metabolites) 
restore or enhance bioenergetic function in 
(i) starving humans experiencing abnormal- 
ly low levels of glucose and insulin (12); 
(ii) bull sperm experiments in which, when 
P-OHB is the added metabolite, sperm mo- 
tility increases at the same time that overall 
metabolic efficiency is increased (13); and 
(iii) congestive heart failure, in which per- 
fused rat hearts respond to ketone bodies 
added to the perfusion chamber with in- 
creased cardiac efficiency (30%) made pos- 
sible by ketone-induced lowered oxygen 
consumption (9, 10). These effects were all 
attributed to a common mechanism as fol- 
lows: Ketone bodies enter the energy-gen- 
erating pathways of the TCA cycle and the 
mitochondria through a pathway that by- 
passes the glucose entry through the major 
pyruvate dehydrogenase (PDH) multien- 
zyme complex. In addition, it was shown 
that the ketone body pathway is thermody- 
namically about 25% more efficient than 
glucose alone (9-11). Clearly, ketone bod- 
ies, when applied at physiological concen- 
trations known to be well tolerated by hu- 
mans (no acid ketosis) (12), are an alterna- 
tive, bioenergetically more efficient fuel 
(as compared with glucose) for a variety of 
cells and tissues. In fact, they are being 
studied for use in the treatment of wounds 
and other physical trauma (14). It is sur- 
prising to learn, therefore, that this entire 
line of research is much neglected by main- 
stream biotechnology, which emphasizes 
gene- and protein-based research in the 
identification of likely targets for which 
drugs may be developed; an emphasis now 
being questioned by many scientists and 
executives in a troubled pharmaceutical in- 
dustry (15, 16). A summary of all the MCA 
work described above, carried out by Rich- 
ard Veech's laboratory at the National In- 
stitutes of Health, was published in 2001 
(11). 

The possibility of therapeutic applications 
of ketone bodies has now been extended to 
treatment of neurodegenerative diseases. 
Both AD and Parkinson's disease are charac- 
terized by neuronal death in brain areas 
where there are deposits of amyloid or alpha 
synuclein peptides. Amyloid peptides are 
thought to be neurotoxic, although the mech- 
anism underlying their toxicity is not well 
understood. Given these facts, it is interesting 
to consider one proposed mechanism for 
amyloid toxicity that is fundamentally meta- 
bolic and involves amyloid peptides as inhib- 
itors of the same PDH multienzyme complex 
discussed above. 

Evidence supporting a metabolic defi- 
ciency basis for amyloid toxicity in AD was 
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first presented by Hochi et al. in 1996 (17, 
18), who showed that a fragment of the beta 
chain of amyloid, AP 1-42, stimulates gly- 
cogen kinase activity, leading to phospho- 
rylation and thus to the inhibition of the 
pyruvate dehydrogenase multienzyme com- 
plex in cultures of hippocampal neurons. 
This blockade results in lowered ATP pro- 
duction and in downstream effects, includ- 
ing the inhibition of acetylcholine synthe- 
sis, as shown in studies of cultured septal 
neurons (18). In turn, this inhibition pro- 
ceeds from a decreased intracellular citrate 
concentration, a source of acetylcholine, 
caused by the inhibition of PDH by the A3 
1-42 fragment. 

Following up on this earlier work, Veech's 
group later showed that cultured hippocampal 
cells die when exposed to the A[3 1-42 fragment 
and that addition of the ketone body P-OHB 
protects these neurons from A3 1-42-induced 
cell death (19). The likely explanation for the 
ketone rescue of amyloid-poisoned cells is that 
ketone metabolism bypasses the A] 1-42 
blockade of PDH, restores the normal metabol- 
ic supply of energy, and also restores citrate 
concentrations necessary for acetylcholine syn- 
thesis essential to brain cell activity. The au- 
thors also reported that primary cultures of mes- 
encephalic dopaminergic neurons die when ex- 
posed to the drug MMP+, which causes symp- 
toms similar to Parkinson's disease, and that 
neuronal death can be prevented by addition of 
P-OHB. 

Based on these results, one is led to consider 
a simple metabolic deficiency model for AD: 
amyloid 1-42 blockade of the PDH multien- 
zyme complex is the source of amyloid toxicity 
and leads to loss of bioenergetic potential and 
neurotransmitter production, which ultimately 
leads to neuronal death. Ketone bodies, because 
they enter the TCA cycle at a point below 
pyruvate, effectively bypass the amyloid block- 
ade of PDH and so restore normal levels of 
acetyl CoA, thereby restoring normal redox 
potential and acetylcholine levels. In contrast to 
more conventional hypotheses, which derive 
from the standard practice of identifying a va- 
riety of cascading molecular events as causal 
mechanisms and as targets for drug design, the 
metabolic hypothesis treats these events as epi- 
phenomenona of a primary toxicity of metabol- 
ic origin. The changes in redox couples (NAD/ 
NADH) induced by ketone bodies also provide 
a thermodynamic explanation for the ability of 
ketones to ameliorate the free radical damage 
thought to play a role in the pathogenesis of 
Parkinson's disease. Could it be that simple? 

It is hard to be sure, because the MCA 
work summarized here has never been du- 
plicated at the level of detail carried out by 
the biochemists involved, in part because it 
is simply too labor intensive. Why? It took 
the Veech group 4 years to complete their 
MCA on rat heart preparations; they did all 

the measurements "by hand," because no 
technology exists to do for MCA what 
DNA amplification (polymerase chain re- 
action) and sequencing have done for mo- 
lecular genetics. Without a technology able 
to automate the gathering of massive 
amounts of detailed information, this pow- 
erful approach to understanding complex 
diseases must languish. For example, tech- 
nology is needed that would automate data 
collection from small samples (human bi- 
opsies and/or cell cultures) taken from nor- 
mal and diseased individuals, which could 
be manipulated while quantitative measure- 
ments of all enzymes and their substrates 
were performed and as genetic and envi- 
ronmental conditions were changed. 

Lack of technology is not the only force 
impeding a transition to a biology that in- 
cludes dynamic systems. Other factors in- 
clude departmentalized university systems 
unfriendly to interdisciplinary studies, and 
economic pressures on universities to estab- 
lish relations with corporate biotechnology 
groups already committed to large invest- 
ments in agent-based diagnostics and thera- 
py. Also counterproductive are outmoded re- 
search funding patterns that continue to see 
complex phenotypes as primarily derivable 
from genomic and proteomic databases. In 
the end, the most serious impediments may 
be insufficient training of biomedical scien- 
tists and clinical investigators in mathemat- 
ics, statistics, kinetics, and thermodynamics. 
Without these quantitative backgrounds, sci- 
entists reviewing grant applications based on 
systems theory and quantitative biochemistry 
will, predictably, fail to appreciate their value. 

Concluding Thoughts 
Molecular biology still commands the lion's 
share of attention and funding, which will 
not, and should not, be easily surrendered by 
the scientists involved. After all, whereas sys- 
tems biology, including MCA, makes a 
strong case for itself and for a shift in scien- 
tific emphasis, it too may ultimately fail to 
close the gap between genotype and pheno- 
type. Nevertheless, it does seem to this ob- 
server that a crisis is developing in medical 
biotechnology as it moves forward with con- 
tinued emphasis on a scientific paradigm that 
largely omits a dynamic systems component 
(20). 

This brings us to Thomas Kuhn, the late 
philosopher and historian of science, and the 
lessons to be learned from the history of science 
when conflicts arise concerning new directions 
and policy decisions crucial to making a choice 
of research direction (whether to fund particular 
research). At the present juncture, requests for 
new funding patterns will be seen by the dom- 
inant group as a deflection from their hard-won 
struggle to bring "the century of the gene" (21, 
22) to its completion in the form of computa- 

tional biology. To those who see genomics and 
proteomics as necessary but insufficient, their 
attempts to bring systems biology into promi- 
nence might well be seen in terms of Kuhn's 
observation concerning similar junctures of cri- 
ses and revolutions in the history of the physical 
sciences: "Confronted with anomaly or with 
crisis, scientists take a different attitude toward 
existing paradigms, and the nature of their re- 
search changes accordingly. The proliferation 
of competing articulations, the willingness to 
try anything, the expression of explicit discon- 
tent, the awareness of philosophy and to debate 
over fundamentals, all these are symptoms of a 
transition from normal to extraordinary re- 
search. It is upon their existence more than 
upon that of revolutions that the notion of nor- 
mal science depends" (23). 

To the extent that the perceived crisis in 
modem biology signals a transition from nor- 
mal to extraordinary science, perhaps that 
perception will propel a revolutionary change 
in our approach to understanding the nature 
of the genotype-phenotype relationship; one 
in which genes and dynamic systems would 
have equal standing. Will it happen soon? 
One thing is certain: The development of 
technology that is able to provide quantitative 
answers to dynamic systems questions will 
make all the difference. As Ludwig Wittgen- 
stein put it: "Where there are no answers 
there are no questions." 
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