
correspond to promoter regions (18). The 
second approach used a microarray of 
1500 promoter regions associated with cell 
cycle-regulated genes (17). Each experi- 
mental strategy identified groups of genes 
involved in cell cycle control whose pro- 
moters were bound by E2F4. One interest- 
ing outcome from both papers was that a 
minority of the target gene promoters did 
not have obvious E2F4 binding consensus 
sequences. Some of these targets were 
confirmed by conventional ChIP analysis, 
implying that they were not false positives. 
It is possible that E2F4 is recruited by oth- 
er proteins, or alternatively is binding to 
another control region (such as an en- 
hancer) that interacts with the promoter re- 
gion being interrogated. 

An alternative to ChIP has been devel- 
oped by van Steensel et al. to examine the lo- 
cation of several chromatin-binding proteins 
(such as Sir2 and Hpl) on 500 Drosophila 
genes (19). This methodology, unlike the 
ChIP assay, does not rely on the availability 
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of a good antibody for the protein of interest. 
In this assay, tethering of the Escherichia coli 
enzyme DNA adenine methylase to specific 
transcription factors illuminates the chromo- 
somal locations of binding sites for these reg- 
ulatory proteins (19). This approach does, 
however, require the introduction of a fiusion 
protein that might in some cases alter the 
DNA binding capabilities of the protein to be 
tested. Obviously, these studies only searched 
a fraction of the genome for transcription fac- 
tor binding sites, but they do demonstrate the 
feasibility of this approach. Developments in 
microarray technology will soon allow the 
entire human genome to be displayed on one 
or a small number of chips. 

These are exciting times for researchers 
in the gene transcription field. By develop- 
ing and embracing new technologies, ac- 
cording to the knowledge derived from the 
sequencing of complete genomes, re- 
searchers can now start to answer many dif- 
ficult questions. These approaches will lead 
to enormous insights into the functional fea- 
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cording to the knowledge derived from the 
sequencing of complete genomes, re- 
searchers can now start to answer many dif- 
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to enormous insights into the functional fea- 

tures of the genome and should prove to be 
a powerful tool for the discovery and map- 
ping of global regulatory networks. 
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The engulfing (phagocytosis) and 
killing of microorganisms by white 
blood cells called neutrophils is essen- 

tial for protection against microbial infec- 
tion. Neutrophils are the first cells to reach 

sites of pathogenic in- 
Enhanced online at vasion. Patients who 
www.sciencemag.org/cgi/ have too few neutro- 
content/full/296/5568/669 phils or neutrophils 

that are dysfunctional 
suffer from recurrent, often life-threatening, 
microbial infections. 

Neutrophils are equipped with an array 
of microbicidal weapons, such as proteas- 
es, enzymes that hydrolyze sugars, and 
proteins that disrupt membranes. This 
weaponry is stored in at least three differ- 
ent kinds of granules in the cytoplasm. In 
addition, these cells have a powerful sys- 
tem for generating large amounts of reac- 
tive oxygen species. Microorganisms are 
taken up into an intracellular compart- 
ment, called a phagosome, into which 
these cytotoxic agents are released. It is 
generally considered that neutrophils use a 
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combination of oxidative and nonoxidative 
mechanisms to defend against the wide 
range of microorganisms that they en- 
counter. The microbicidal potential of 
many of these components is well estab- 
lished (1, 2). However, we really do not 
know how microbes are killed in the 
phagosomal environment, where extreme- 
ly large amounts of oxidants and granule 
constituents are released and factors such 
as pH, ionic strength, and enzyme sub- 
strate availability are likely to be critical 
(3). This question is addressed by Tony Se- 
gal's group in their recent Nature paper 
(4), which elegantly shows how oxidative 
and nonoxidative mechanisms cooperate. 
Their findings challenge the established 
view that direct killing of pathogens by 
oxidants is the principal arm of neutrophil 
antimicrobial action. 

There is no doubt that the generation of 
reactive oxygen species is essential for ad- 
equate antimicrobial defense. Neutrophils 
from patients with chronic granulomatous 
disease (CGD), who are deficient in the 
NADPH oxidase system responsible for 
oxidant generation, fail to kill many strains 
of bacteria, yeasts, and fungi. These same 
microorganisms also cause the severe in- 
fections seen in CGD patients. The NADPH 
oxidase generates superoxide radical 
(02-), the one-electron adduct of molecu- 
lar oxygen that by itself has limited toxici- 
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ty. However, superoxide can be converted 
into hydrogen peroxide (H202), which can 
oxidize chloride ions to the extremely tox- 
ic hypochlorous acid (HOC1) in a reaction 
catalyzed by myeloperoxidase. Myeloper- 
oxidase is stored in large quantities in 
azurophil granules and is released into the 
phagosome (see the figure). The formation 
of H202 and HOC1 by neutrophils that are 
phagocytosing microbes has been proven, 
but the fraction of superoxide converted 
into HOC1 in the phagosome is still a mat- 
ter of debate (5). The current view is that 
in normal neutrophils, HOC1 is primarily 
responsible for oxidative killing (6). How- 
ever, deficiency of myeloperoxidase is a 
common condition and does not lead to 
obvious susceptibility to bacterial infec- 
tions. So, back-up systems must exist to 
compensate for this deficiency. These may 
involve other reactive oxygen species 
(such as hydroxyl radicals), but solid evi- 
dence that they are produced in biological- 
ly relevant amounts is lacking. 

The alternative view proposed by Se- 
gal's group arises from studies of mice en- 
gineered to lack either the NADPH oxi- 
dase or the two granule proteases, elastase 
and cathepsin G. These investigators found 
that neutrophils from both groups of mice 
were equally compromised in killing 
Staphylococcus aureus and Candida albi- 
cans in vitro, and that the animals were 
equally susceptible to infection with these 
microorganisms in vivo (2). This implies 
that the oxidants and proteases work to- 
gether. Their explanation stems from an 
observation they made 20 years ago that 
NADPH oxidase activity leads to a rapid 
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In the belly of the phagocyte. Within the small space between an ingested bacterium (shaded 
area) and the membrane of the phagosome, a number of chemical reactions take place. Molecular 
oxygen is reduced to the superoxide radical (02-) by electrons pumped into the phagosome by the 
NADPH oxidase system. This charge transfer is compensated by the influx of protons (H+) or other 
cations. The protons are used to reduce superoxide to hydrogen peroxide (H202), which can be bro- 
ken down to oxygen and water in a catalase-dependent reaction. Alternatively, H202 can combine 
with chloride to form hypochlorous acid (HOCI) in a reaction catalyzed by myeloperoxidase 
(MPO). Under certain conditions, MPO may act as a catalase. If all electrons pumped into the 
phagosome are compensated by proton influx, the pH in the phagosome will remain neutral. How- 
ever, the pH does in fact rise to about pH 8, despite the release of acid contents from granules in 
the cytoplasm that fuse with the phagosome. This indicates that other cations, such as potassium 
ions (K+), may enter the phagosome instead of protons (4). If there is an influx of K+, these cations 
then mediate solubilization of proteases that are tethered to the proteoglycan matrix of the gran- 
ules. As a result, ingested bacteria within the phagosome are killed. Whether this is the main mech- 
anism of bacterial killing by neutrophils, or even the only one, or whether HOCl and other reactive 
oxygen species are also involved is a matter of debate. 

rise in intraphagosomal pH to about pH 8, 
despite the release of the acid contents of 
granules into the phagosome (7). This rise 
in pH is due to the generation of large 
amounts of superoxide in the phagosomes, 
followed by consumption of protons lead- 
ing to the formation of H202 (see the fig- 
ure). Charge compensation takes place by 
proton transfer into the phagosome, both 
through the NADPH oxidase itself and 
other proton channels (8, 9), but apparent- 
ly not in sufficient amounts to totally com- 
pensate for the electrogenic process of su- 
peroxide formation. 

In the new work, the Segal group shows 
that this process is accompanied by an in- 
flux of large amounts of potassium ions into 
the phagosome (4). This influx enables the 
pH to remain elevated and more important- 
ly, increases the potassium concentration to 
an estimated 200 to 300 mM. The high 
tonicity induces solubilization of the cation- 
ic proteases that are bound to a strongly an- 
ionic sulfated proteoglycan matrix in the 
azurophil granules. On the basis of these ob- 

servations plus an elegant array of biophysi- 
cal and biochemical studies, the authors pro- 
pose that the elastase and cathepsin G, once 
liberated, attack and kill the ingested mi- 
croorganisms. In their view, superoxide gen- 
eration is needed only to increase the ionic 
strength of the phagosome, which then al- 
lows solubilization of the proteases. 

So, is this the prime mechanism by 
which neutrophils kill microbes? Do reac- 
tive oxygen species themselves have no 
place in this process? In our opinion, it is 
premature to draw these conclusions. 
There is a wide body of evidence support- 
ing the notion that oxidants are involved in 
killing (6), and many questions remain. 
For instance, CGD neutrophils are able to 
kill catalase-negative bacteria (which ex- 
crete H202) and also catalase-positive bac- 
teria if they coingest glucose oxidase, 
which generates H202 (10-12). Both phe- 
nomena point to a contribution of H202, or 
products derived from it, in the killing pro- 
cess. Moreover, the killing of bacteria by 
H202 in a cell-free system is dramatically 

enhanced by myeloperoxide (13, 14). 
Myeloperoxidase-deficient mice also suc- 
cumb to bacterial challenge (15). 

In contrast to the conventional view, the 
Segal group proposes that myeloperoxi- 
dase acts as a detoxicant for H202, thus 
protecting other microbicidal systems 
from inactivation. Their evidence for this 
notion is not convincing. The conclusion 
that myeloperoxidase does not enhance 
killing was obtained with an unrealistically 
high concentration of H202 (100 mM). 
Not only will this rapidly inactivate 
myeloperoxidase, but it is several orders of 
magnitude higher than best estimates of 
what could be achieved in the phagosome, 
when consumption by myeloperoxidase 
and leakage are taken into account (3). 
However, the view that myeloperoxidase is 
not strictly an HOC1 generator should not 
be dismissed. The enzyme does have cata- 
lase activity, although this requires con- 
centrations of other substrates, such as 
chloride, to be low (16). Furthermore, 
chlorination of bacteria after ingestion by 
neutrophils is surprisingly low (5). 

Other roles for superoxide must also be 
considered. S. aureus coated with superox- 
ide dismutase is killed less efficiently by 
neutrophils, but only when myeloperoxi- 
dase is active (17). This points to the in- 
volvement of superoxide in a myeloperoxi- 
dase-dependent process, rather than an ef- 
fect on protease action. Some bacterial 
strains even excrete superoxide dismutase, 
possibly to evade killing by the myeloper- 
oxidase system (18-21). Antibodies 
against superoxide dismutase enhance the 
killing of these strains both by isolated 
neutrophils and in mice (22, 23). The 
mechanism of protease release from neu- 
trophils into the extracellular environment 
(where tonicity is low) (24), and how neu- 
trophils kill some bacterial strains under 
anaerobic conditions (25) also require ex- 
planation. 

In spite of these uncertainties, the new 
mechanism of "oxidative" killing proposed 
by Segal and colleagues needs to be ex- 
plored. It is a thought-provoking concept 
that may lead to a radical change in the 
way we view this vital area of host defense. 
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W e all know what a genome is, and 
we think we understand the term 
proteome, but can anyone tell us 

the constituents of a functome? As the 
availability of complete genome sequences 
has spawned analyses of entire comple- 
ments of proteins, RNAs, metabolites, and 
other cellular constituents, there has arisen 
a need for a terminology expansive enough 
to encompass the global scale of the data. 
A sensible suffix was appropriated for this 
purpose, but now is proliferating uncon- 
trollably: genome, proteome, transcrip- 
tome, metabolome, interactome, even phe- 
nome, with many more 'omes sure to be in 
various stages of gestation. Perhaps it is not 
completely coincidental that 'ome is also 
the anglicized form of 'oma (1), commonly 
used to name such unwelcome intrusions 
as sarcoma, lipoma, and fibroma. This 
metastatic growth of the 'ome is spreading 
imprecision and confusion. Meanwhile, re- 
search summaries in the front of major sci- 
entific weeklies with titles like 'Ome Sweet 
'Ome, and 'Ome... 'Ome... 'Ome: The Ge- 
nomicist's New Mantra, and our personal 
favorite, The 'Ome: A Piece de Resistance, 
only serve to confuse us further. Because a 
clear and widely accepted nomenclature is 
essential for the health of any discipline, a 
systematic solution to this problem is ur- 
gently needed. 

It is often instructive to look to the past 
for guidance. A now familiar nomenclature 
grew up around the related suffix 'some (for 
which 'ome is sometimes mistaken), mean- 
ing "body," which has been used to name 
various intracellular particles. "Chromo- 
some" dates back more than 100 years, "ri- 
bosome" and "lysosome" are nearly half a 
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century old, and "nucleosome" and "repli- 
some" originated more than a quarter cen- 
tury ago (1). Even "spliceosome" and "pro- 
teasome" are approaching two decades of 
service. This relatively modest growth in 
the application of the suffix 'some contrasts 
with that for 'ome. Although "genome" was 
coined by German scientists ("genom") in 
1920 and first used in English in 1930 (1), 
none of the other 'omes can lay claim to 
more than a few years 
of history. 

There are two un- 
derappreciated and so 
far unresolved predica- 
ments with the 'ome 
terminology. First, there 
is a problem with its 
scope. Whereas the ex- 
tent of the genome is 
clear (all the genetic 
material of a cell), what _ 
constitutes a transcrip- 
tome is not so obvious. _ 
Is it just the mRNAs, 
or does it include the 
transcripts produced 
by RNA polymerases I 
and III? What about 
transcripts that end up 
in the enzymes telom- 
erase or RNaseP, or in 
ribonucleoprotein par- 
ticles such as snRNPs? 
The precise constituents of an 'ome are 
often not well specified. 

A second, and much more severe, 
problem is the conditional nature of 
some 'omes. The genome-notwith- 
standing the occasional hop of a transpo- 
son or rearrangement of an immunoglob- 
ulin gene-is a relatively fixed entity, 
and reasonable people can agree on its 
definition. But the proteome present in a 
cell at one moment will differ drastically 
from that in the same cell moments after 
it has been heated to 65?C. Or, if we de- 
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fine a cell's glycosylome at time zero, 
and seconds later the cell undergoes pro- 
grammed cell death, its carbohydrate 
moieties are likely to give up the ghost 
nonuniformly, with some persisting to 
the last. At what point in this process do 
we define the glycosylome? 

To circumvent these difficulties and 
others sure to emerge, we propose some 
simple rules. First, considerable precision 
can be gained by a more circumscribed 
representation of the 'ome's constituents, 
for example, phospholipidome rather than 
lipidome; inositol phospholipidome 
rather than phospholipidome. Of course, 
this has the potential to be abused and to 
lead to absurdly finer subdivisions. For 
example, do we want the transcription fac- 

torome to be subdivid- 
ed into the transcrip- 
tional activatorome 
and the transcriptional 
repressorome? Does 

te ~~~~not t he transcription - 
al activatorome then 

tubu )include the zincfin- 
gerome, which itself 
includes the Cys-His 
zincfingerome and the 
Cys-Cys zincfinger- 

- ome? To avoid this pit- 
tiall weu fall, we propose that 
ae clclthe minimum number 

of similar cellular con- 
stituents that consti- 
tute an 'ome be clearly 
defined. Seven or eight 
seems to us a conser- 
vative yet valuable cut- 
off. Thus, there can be 
no "nucleicacidome" 
(there's only DNA and 

RNA, after all), but there certainly is a 
"nucleotideome" (A, T, G, C, U, I, plus 
myriad modified purines and pyrimidines); 
no "actinome," of course (humans have 
only six actin isoforms), but definitely a 
"tubulome" (multiple ot and ,B tubulin iso- 
types, not to mention y, 6, ?, ~, and il 
tubulins). 

Second, it would be helpful if the state 
of the cells for which an 'ome is defined 
were apparent in the nomenclature. If ini- 
tially we use basic parameters like temper- 
ature, pH, cell cycle stage, and subcellular 
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