
persist, blocking incoming sunlight. 
Stratospheric winds spread the aerosols 
globally, creating a climate perturbation 
resembling that due to greenhouse gas 
changes, yet opposite in sign. After a ma- 
jor volcanic eruption, global climate may 
cool for several years until the aerosols 
settle out of the stratosphere. 

Soden et al. use satellite data to show 
that the peak cooling of ~0.5 K at- 
tributable to the Pinatubo eruption caused 
a ~3% decrease in column water vapor and 
a corresponding decrease in upper tropo- 
sphere water vapor, indicating a strong 
positive water vapor feedback. In contrast, 
theories claiming that increased precipita- 
tion in a warmer climate will deplete water 
vapor (3) predict increased humidity in re- 
sponse to volcanic cooling. 

Soden et al. also use satellite-retrieved 
volcanic aerosol properties in a GCM sim- 
ulation of the decade of the 1990s. The 
model reproduces well the peak reduction 
in water vapor and the first several years 
of recovery to preeruption levels. The 
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amount of drying indicates that relative 
humidity remained almost constant after 
the eruption, just as it does in simulations 
of greenhouse gas increases. When Soden 
et al. artificially suppress the water vapor 
feedback on thermal radiation, the simu- 
lated Pinatubo cooling is only two-thirds 
of that observed. 

A few cautionary notes are in order. Al- 
though the agreement shown by Soden et 
al. is good, volcanic eruptions are not per- 
fect reverse proxies for greenhouse gas cli- 
mate change. Volcanic aerosols affect in- 
coming solar energy more than they do 
Earth's thermal radiation, whereas the re- 
verse is true for greenhouse gases. Vol- 
canic forcing decreases more from equator 
to pole than does greenhouse gas forcing. 
And both types of climate change reduce 
the rate at which temperature decreases 
with height from the surface to the upper 
troposphere, even though one is a global 
warming and the other a global cooling. 

To refine estimates of the magnitude of 
water vapor feedback and determine the 
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sign of cloud feedback, model cloud 
physics and dynamics must be improved 
with the help of observed seasonal, inter- 
annual, and decadal climate variability 
(7-10). The results of Soden et al. suggest, 
however, that if humankind produces a 
substantial climate forcing, positive water 
vapor feedback will cause a substantial cli- 
mate response. 
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Expression profiling using cDNA or 
oligonucleotide microarrays allows a 
global description of all the genes ex- 

pressed in a cell in response to specific sig- 
nals or at different stages of development 
[reviewed in (1, 2)]. Hierarchical clustering 
methods then allow the allocation of genes, 
coregulated in time or in response to spe- 
cific treatments, into expression groupings 
called regulons (1, 2). A host of recent pa- 
pers illustrate how data obtained from mi- 
croarray expression profiling, combined 
with technologies such as the chromatin 
immunoprecipitation assay (ChIP), can be 
harnessed to explore transcriptional regula- 
tory networks in cells. We know that at the 
simplest level, transcription of genes into 
messenger RNAs (mRNAs) is governed by 
transcription factors, which bind to cis-reg- 
ulatory regions of the DNA in the vicinity 
of the target gene. There are, however, 
many more complexities that now can be 
explored across the whole genome. Do 
large coregulated groups of genes share 
cis-regulatory elements that bind to com- 
mon transcription factors? Are coregulated 
genes located close to each other along the 
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linear DNA of the chromosome, or are they 
simply colocalized in the nucleus? Can we 
efficiently map global binding sites for 
transcription factors and chromatin pro- 
teins along the chromosomes in vivo? 

Systematic nonbiased searching of up- 
stream sequences of genes in a regulon for 
shared protein binding motifs can help to 
identify common control units. Tavazoie 
and colleagues (3) have applied this ap- 
proach to microarray expression profiling 
data for yeast at different stages of the cell 
cycle. They discovered not only known 
protein binding motifs that regulate genes 
involved in the cell cycle, but also com- 
pletely new cis-regulatory elements that are 
the binding sites for transcription factors 
(4). Many of these motifs were highly se- 
lective for the regulon in which they were 
identified and could also be assigned to 
groups of genes with related functions 
within that regulon. A similar approach has 
recently been applied to the identification 
of pharyngeal-specific genes in the nema- 
tode Caenorhabditis elegans (5). Expres- 
sion profiling identified a large group of 
genes specifically expressed in the phar- 
ynx, a subset of which were further charac- 
terized and shown to contain binding sites 
for the transcription factor PHA-4. When 
PHA-4, a forkhead-type transcription fac- 
tor, is deleted in worms, the pharynx does 
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not form (6). The combination of experi- 
mental microarray screening with compu- 
tational approaches enables the generation 
of meaningful biological hypotheses that 
can then be tested experimentally. 

Analysis of yeast microarray data has al- 
so been used to investigate whether coregu- 
lated genes are located close to each other 
in the yeast genome. Cohen and co-work- 
ers, using the yeast cell cycle microarray 
expression data set, have developed chro- 
mosome correlation maps (7). These maps 
display the patterns of coregulated genes in 
linear space along the chromosomes. Such 
chromosome correlation maps may repre- 
sent for other organisms what were visual- 
ized many years ago as chromosome puffs 
(regions of high gene expression) on the 
polytene chromosomes of Drosophila sali- 
vary glands. Several regions of yeast chro- 
mosomes, some as large as 20 to 30 kb, 
have been found to contain large groups of 
coregulated genes. One simple explanation 
for coregulation of these genes is the pres- 
ence of similar cis-regulatory elements in 
the promoters of the coregulated genes. 
This turns out not to be the case, however, 
for certain groups of coregulated genes in 
yeast. Areas of the chromosome that con- 
tain groups of coregulated genes are likely 
to represent regions of open chromatin 
structure. Thus, information on changes in 
gene transcription through changes in chro- 
matin structure have to be combined with 
knowledge of common cis-regulatory ele- 
ments to generate a more global view of 
gene expression patterns. These findings 
are perhaps not surprising for those who 
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have studied groups of coregulated and 
colocated genes such as the globin gene 
cluster (8) or the cytokine gene cluster on 
human chromosome 5 (9), but they do em- 
phasize the general nature of clustering not 
only of functionally related but also of 
coregulated genes. Such chromosome cor- 
relation maps displaying gene expression 
domains will undoubtedly help us to unrav- 
el how active domains in chromatin are 
generated and altered during development 
or in response to environmental stimuli. 

One of the major 
issues in gene tran- 
scription is the in vi- 
vo relevance of tran- 
scription factor bind- 
ing sites that have I E ;i s 
been identified in vit- 
ro. The ChIP assay is 
being successfully 
exploited to confirm 
in vivo binding sites Motif 
of specific transcrip- identification 
tion factors [e.g., 
(10)]. In this assay, 
an antibody to a spe- > 
cific DNA binding 
protein is used to im- 
munoprecipitate 
cross-linked protein- 
DNA complexes. 
Several groups have 
now combined the 
ChIP assay with mi- Dipping into globa 
croarray expression profiling data obt< 
profiling to probe the oligonucleotide arrays 
genomewide distri- for common regulato 
bution of DNA bind- to generate chromos 
ing sites for specific dentifylng the chro coregulated genes. C 
yeast transcription cipitation (ChP) can 
factors (11-13). Mi- croarrays to gener 
croarrays are generat- genomewide binding 
ed using all inter- tion factors (TFs).The 
genic regions, that is, used together, gener; 
regions of the yeast tive chromatin doma 
genome that lie out- global regulatory netv 
side the coding se- 
quences of genes. Then, immunoprecipitat- 
ed DNA from ChIP assays is labeled and 
hybridized to the microarray together with 
a differentially labeled control DNA sam- 
ple that has not been enriched by immuno- 
precipitation. The intergenic regions that 
show stronger hybridization with the im- 
munoprecipitated DNA represent binding 
sites for the specific transcription factor. 
Using this approach, Ren et al. have 
mapped binding sites for the transcription 
factors Gal4 and Stel2 across the entire 
yeast genome (12). Likewise, Iyer et al. 
have mapped the genomic binding sites for 
the yeast cell cycle transcription factors 
SBF and MBF (11). Similar analyses have 
now been extended to nine yeast transcrip- 
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tion factors known to be involved in the 
control of gene expression during the cell 
cycle (13). The serial nature of this regula- 
tory pathway is revealed by the finding that 
transcription factors that operate during 
one stage of the cell cycle regulate the acti- 
vators that operate during the next stage. It 
is also clear from these analyses that func- 
tionally related groups of genes are bound 
by, and presumably regulated by, the same 
transcription factors. The identification of 
transcription factor binding sites per se 

cannot always be 

-ChrQm ~ equated with the loca- 
tion of genes that they 

~r - * switch on. Thus, to 
...... 

-- precisely correlate 
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= p/ it is essential to com- 

bine such genome- 
|Achroative wide location studies chiomatin 

cdomains with expression pro- 
filing using cells that 
have mutant tran- 

; scription factors. 
:-Ge It is also clear from 
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that sequence alone 

i does not determine 
/ binding; access to 

Drec t TF - ~genes, controlled by 
taDrectsTF chromatin structure, 

is an important crite- 
rion. For example, an 

I control. Expression analysis of global 
ained from cDNA or Rapl binding sites on 
s can be used to search 

a microarray contain- ry elements as well as ing both intergenic re- 
;ome correlation maps 
mosomal location mapsgions and open read- mosomal locations of i f r th 
hromatin immunopre- 
be combined with mi- yeast genome re- 
rate information on vealed that despite 
patterns for transcrip- the presence of Rapl 
.se types of data, when consensus sequences 
ate information on ac- spread throughout the 
ins as well as defining genome, Rapl prefer- 
vorks. entially bound to in- 

tergenic regions and, 
in particular, to the promoter regions of 
genes (14). Such data again point to the 
fact that both chromatin structure and ac- 
cessibility of transcription factor binding 
sites contribute to the control of gene tran- 
scription. 

The great advantage of combining glob- 
al transcription factor binding analysis with 
expression profiling is that the direct tar- 
gets of the transcription factors can be dis- 
tinguished from indirect downstream ef- 
fects, all of which are observed if, for ex- 
ample, expression profiles alone are ana- 
lyzed. Can these techniques that appear so 
easy to apply in yeast be applied to higher 
eukaryotic species? Generating chromo- 
some correlation maps and searching for 

new regulatory motifs in regulons, at least 
in the proximal promoter regions of genes, 
will be possible. One caveat, however, is 
that higher eukaryotic genes are often con- 
trolled by composite regulatory elements 
binding two or more families of transcrip- 
tion factors, making computer comparisons 
more challenging. Moreover, the specific 
regulatory regions that govern gene tran- 
scription in higher eukaryotes can be 
spread over hundreds of kilobases, thus 
making assignment to specific genes more 
difficult. Just recently, two publications 
have appeared (15, 16) describing powerful 
search algorithms to identify complex reg- 
ulatory modules in the Drosophila 
genome. This work is based on the knowl- 
edge that known regulatory regions contain 
clusters of transcription factor binding 
sites, either for the same protein or for a 
group of proteins that cooperate to drive 
transcription. The investigators searched 
for clustered binding sites of the fruit fly 
transcription factor Dorsal across the 
Drosophila genome. Surprisingly, they 
identified only 15 clusters containing three 
or more high-affinity binding sites within a 
400-base pair region (16). Although five 
of these clusters are linked to genes whose 
expression patterns fit with the known ac- 
tivity of Dorsal during development, it is 
still unclear whether the other 10 clusters 
are targets of Dorsal. Some may be targets 
of related transcription factors, but more 
experimental analysis is required to verify 
the computational predictions. 

In a similar manner, investigators 
searched for regulatory modules across the 
entire Drosophila genome using known 
binding site information for a group of five 
transcription factors active in early 
Drosophila embryos (15). Many genes 
known to be controlled by these factors 
were identified (showing the reliability of 
the algorithm) as well as many new regula- 
tory clusters that lie close to genes with ap- 
propriate expression patterns. Although on- 
ly one module was tested in functional as- 
says, such large-scale identification of pos- 
sible regulatory modules, combined with 
expression profiling and global binding 
site analysis, provides a powerful tool to 
examine the regulatory network of com- 
plex eukaryotic genomes. 

Two exciting papers have applied the 
techniques of global transcription factor 
binding to mammalian cells (17, 18). Both 
papers examined the binding sites for the 
E2F4 transcription factor, which is thought 
to be a negative regulator of cell cycle 
events. One approach used a microarray 
containing genomic DNA fragments en- 
riched for DNA with a high content of CG 
dinucleotides. Regions rich in CG dinu- 
cleotides, referred to as CpG islands, often 
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correspond to promoter regions (18). The 
second approach used a microarray of 
1500 promoter regions associated with cell 
cycle-regulated genes (17). Each experi- 
mental strategy identified groups of genes 
involved in cell cycle control whose pro- 
moters were bound by E2F4. One interest- 
ing outcome from both papers was that a 
minority of the target gene promoters did 
not have obvious E2F4 binding consensus 
sequences. Some of these targets were 
confirmed by conventional ChIP analysis, 
implying that they were not false positives. 
It is possible that E2F4 is recruited by oth- 
er proteins, or alternatively is binding to 
another control region (such as an en- 
hancer) that interacts with the promoter re- 
gion being interrogated. 

An alternative to ChIP has been devel- 
oped by van Steensel et al. to examine the lo- 
cation of several chromatin-binding proteins 
(such as Sir2 and Hpl) on 500 Drosophila 
genes (19). This methodology, unlike the 
ChIP assay, does not rely on the availability 
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of a good antibody for the protein of interest. 
In this assay, tethering of the Escherichia coli 
enzyme DNA adenine methylase to specific 
transcription factors illuminates the chromo- 
somal locations of binding sites for these reg- 
ulatory proteins (19). This approach does, 
however, require the introduction of a fiusion 
protein that might in some cases alter the 
DNA binding capabilities of the protein to be 
tested. Obviously, these studies only searched 
a fraction of the genome for transcription fac- 
tor binding sites, but they do demonstrate the 
feasibility of this approach. Developments in 
microarray technology will soon allow the 
entire human genome to be displayed on one 
or a small number of chips. 

These are exciting times for researchers 
in the gene transcription field. By develop- 
ing and embracing new technologies, ac- 
cording to the knowledge derived from the 
sequencing of complete genomes, re- 
searchers can now start to answer many dif- 
ficult questions. These approaches will lead 
to enormous insights into the functional fea- 
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tures of the genome and should prove to be 
a powerful tool for the discovery and map- 
ping of global regulatory networks. 
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The engulfing (phagocytosis) and 
killing of microorganisms by white 
blood cells called neutrophils is essen- 

tial for protection against microbial infec- 
tion. Neutrophils are the first cells to reach 

sites of pathogenic in- 
Enhanced online at vasion. Patients who 
www.sciencemag.org/cgi/ have too few neutro- 
content/full/296/5568/669 phils or neutrophils 

that are dysfunctional 
suffer from recurrent, often life-threatening, 
microbial infections. 

Neutrophils are equipped with an array 
of microbicidal weapons, such as proteas- 
es, enzymes that hydrolyze sugars, and 
proteins that disrupt membranes. This 
weaponry is stored in at least three differ- 
ent kinds of granules in the cytoplasm. In 
addition, these cells have a powerful sys- 
tem for generating large amounts of reac- 
tive oxygen species. Microorganisms are 
taken up into an intracellular compart- 
ment, called a phagosome, into which 
these cytotoxic agents are released. It is 
generally considered that neutrophils use a 
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combination of oxidative and nonoxidative 
mechanisms to defend against the wide 
range of microorganisms that they en- 
counter. The microbicidal potential of 
many of these components is well estab- 
lished (1, 2). However, we really do not 
know how microbes are killed in the 
phagosomal environment, where extreme- 
ly large amounts of oxidants and granule 
constituents are released and factors such 
as pH, ionic strength, and enzyme sub- 
strate availability are likely to be critical 
(3). This question is addressed by Tony Se- 
gal's group in their recent Nature paper 
(4), which elegantly shows how oxidative 
and nonoxidative mechanisms cooperate. 
Their findings challenge the established 
view that direct killing of pathogens by 
oxidants is the principal arm of neutrophil 
antimicrobial action. 

There is no doubt that the generation of 
reactive oxygen species is essential for ad- 
equate antimicrobial defense. Neutrophils 
from patients with chronic granulomatous 
disease (CGD), who are deficient in the 
NADPH oxidase system responsible for 
oxidant generation, fail to kill many strains 
of bacteria, yeasts, and fungi. These same 
microorganisms also cause the severe in- 
fections seen in CGD patients. The NADPH 
oxidase generates superoxide radical 
(02-), the one-electron adduct of molecu- 
lar oxygen that by itself has limited toxici- 
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ty. However, superoxide can be converted 
into hydrogen peroxide (H202), which can 
oxidize chloride ions to the extremely tox- 
ic hypochlorous acid (HOC1) in a reaction 
catalyzed by myeloperoxidase. Myeloper- 
oxidase is stored in large quantities in 
azurophil granules and is released into the 
phagosome (see the figure). The formation 
of H202 and HOC1 by neutrophils that are 
phagocytosing microbes has been proven, 
but the fraction of superoxide converted 
into HOC1 in the phagosome is still a mat- 
ter of debate (5). The current view is that 
in normal neutrophils, HOC1 is primarily 
responsible for oxidative killing (6). How- 
ever, deficiency of myeloperoxidase is a 
common condition and does not lead to 
obvious susceptibility to bacterial infec- 
tions. So, back-up systems must exist to 
compensate for this deficiency. These may 
involve other reactive oxygen species 
(such as hydroxyl radicals), but solid evi- 
dence that they are produced in biological- 
ly relevant amounts is lacking. 

The alternative view proposed by Se- 
gal's group arises from studies of mice en- 
gineered to lack either the NADPH oxi- 
dase or the two granule proteases, elastase 
and cathepsin G. These investigators found 
that neutrophils from both groups of mice 
were equally compromised in killing 
Staphylococcus aureus and Candida albi- 
cans in vitro, and that the animals were 
equally susceptible to infection with these 
microorganisms in vivo (2). This implies 
that the oxidants and proteases work to- 
gether. Their explanation stems from an 
observation they made 20 years ago that 
NADPH oxidase activity leads to a rapid 
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