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Evolution of organogenesis. Our find- 
ings suggest that a complex gene network reg- 
ulated by PHA-4 could have evolved by serial 
recruitment of target genes. If the digestive tract 
of primitive organisms was a simple epithelial 
sac, then direct targets of ancestral PHA-4 may 
have been those that encoded digestive en- 
zymes and those required to form epithelia. As 
additional genes, including transcription fac- 
tors, fell under PHA-4 control, patterns of gene 
expression within the resulting organ structures 
may have increased in complexity. This model 
provides a possible explanation for the fact that 
FoxA proteins play a conserved role in foregut 
development in animals whose foreguts are 
morphologically and mechanistically different 
from one another. FoxA proteins may have 
acquired different target genes in different or- 
ganisms, enabling new cell types or morpholo- 
gies to emerge. 
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Elementary Excitations in a 

One-Dimensional Wire 
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The collective excitation spectrum of interacting electrons in one dimension has 
been measured by controlling the energy and momentum of electrons tunneling 
between two closely spaced, parallel quantum wires in a GaAs/AlGaAs het- 
erostructure while measuring the resulting conductance. The excitation spec- 
trum deviates from the noninteracting spectrum, attesting to the importance 
of Coulomb interactions. An observed 30% enhancement of the excitation 
velocity relative to noninteracting electrons with the same density, a parameter 
determined experimentally, is consistent with theories on interacting electrons 
in one dimension. In short wires, 6 and 2 micrometers long, finite size effects, 
resulting from the breaking of translational invariance, are observed. 

Electronic systems such as metals contain a ly modified by the Coulomb interactions. 
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Electronic systems such as metals contain a ly modified by the Coulomb interactions. 
vast number of mobile electrons. Surprising- 
ly, despite the Coulomb repulsion between 
them, many electronic properties of metals 
can be well described in terms of independent 
particles with a finite lifetime, each carrying 
charge e and spin half (1, 2). Most important- 
ly, their excitation spectrum, which for non- 
interacting electrons is simply determined by 
the underlying band mass m, is only slight- 
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However, such a simple description of elec- 
tronic systems, known as Landau Fermi-liquid 
theory (1), is valid only in two and three spatial 
dimensions. In one-dimensional (1D) metals, 
where electrons are forced to move on a line, the 
single-particle description completely breaks 
down by even the slightest Coulomb repulsion. 
Instead, the excitations of an interacting 1D 
system, being fluctuations of the charge and spin 
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densities, are well described by collective modes 
that involve the entire electron population (3). 
These collective modes are decoupled into two 
separate kinds: collective spin modes and col- 
lective charge modes. Coulomb interactions 
couple primarily to the latter, thereby strongly 
influencing their dispersion. Conversely, the ex- 
citation spectrum of the spin modes, typically 
unaffected by interactions, remains similar to 
the noninteracting case. For example, low-ener- 
gy charge excitations propagate with velocity vp 
= VF/g, where VF = ikF/m is the Fermi velocity 
(h = h/2' - h is Planck's constant, and kF is the 
Fermi wave vector). The parameter g, which 
characterizes the interactions, is given by g 
{l+[U/(2EF)]}-1"2, where U is the Coulomb 
interaction energy between particles in the wire 
and EF is the Fermi energy (4). Thus, the stron- 
ger the Coulomb repulsion is, the larger the 
propagation velocity is. 

Although interactions fundamentally alter 
the excitation spectrum of a 1D wire, they do 
not affect its conductance (5-10). In fact, a clean 
1D wire has universal conductance irrespective 
of its length, density, and dispersion (11), ren- 
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dering transport measurements an ineffective 
tool for investigating the role of interactions in 
one dimension. This limitation can be circum- 
vented by studying the temperature-dependent 
transport properties of disordered wires (12-15). 
However, the lack of knowledge of the nature. of 
the disorder potential often restricts the interpre- 
tation of such experiments. Therefore, the most 
direct way to explore the role of interactions in 
one dimension is to measure the excitation spec- 
trum itself. 

We report a method for experimentally de- 
termining the complete dispersion relations of 
the collective elementary excitations of an inter- 
acting 1D system, in which the tunneling con- 
ductance between two clean, parallel wires is 
measured. A fixed amount of energy and mo- 
mentum is supplied to the system by externally 
applying a bias between the wires (Vsd) and a 
magnetic field (B) perpendicular to their plane. 
Because of the conservation of energy and mo- 
mentum in our geometry, tunneling is forbidden 
unless there exist elementary excitations that 
match the supplied momentum and energy. 

The spectrum of elementary excitations has 
been previously studied with Raman spectros- 
copy (16, 17). However, that technique is lim- 
ited to excitations with very low momenta, 
whereas our method allows us to determine the 
spectrum of elementary excitations to energies 
that far exceed EF and momenta much larger 
than 2kF. Our measurements show that through- 
out the entire measured phase space, the disper- 
sion relations of the elementary excitations de- 
viate substantially from the noninteracting pre- 
dictions, attesting to the collective nature of the 
excitations. 

The two parallel 1D wires are fabricated by 
cleaved edge over growth (CEO) from a GaAs/ 

Isdl"i ^;"py -Vsd 

Fig. 1. (A) Illustration of the sample and the 
contacting scheme. The 1D wires span along 
the whole cleaved edge of the sample (front 
side in the schematic). A barrier separates the 
lower wire from the upper wire (dark gray) and 
the 2DEG that overlaps it (light gray). The 
2DEG is used to contact both wires. Several 
tungsten top gates can be biased to deplete the 
electrons under them (only g1 and g2 are 
shown). A magnetic field B is perpendicular to 
the wires' plane. The depicted configuration 
allows the study of the conductance of a single 
wire-wire tunnel junction of length L. (B) Equiv- 
alent circuit of the measurement configuration: 
The current flows uniformly between the wires 
along the whole length of the junction. 

REPORTS 

AlGaAs double quantum well (QW) hetero- 
structure (18). The upper QW is 20 nm wide, 
the lower one is 30 nm wide, and they are 
separated by a 6-nm AlGaAs barrier e300 
meV high. A modulation doping sequence is 
used, which renders only the upper QW occu- 
pied by a two-dimensional electron gas (2DEG) 
with a density n - 2 X 1011 cm-2 and a 
mobility pi > 3 X 106 cm2 V-1 s-1. The CEO 
creates two quantum wires in the two QWs 
along the whole edge of the sample. Both wires 
are tightly confined on three sides by atomically 
smooth planes and on the fourth side by a 
triangular potential formed at the cleaved edge. 
The 2DEG overlaps the upper quantum wire 
(UQWR) and is separated from the lower quan- 
tum wire (LQWR) by the tunnel barrier sepa- 
rating the two QWs. 

The measurement of a single, isolated tunnel 
junction between the wires is facilitated by con- 
trolling the density of electrons under tungsten 
top gates. The 2-ixm-wide gates are deposited 
before the cleave at a distance of 2 iLm from 
each other (Fig. 1). First, we bias gate g2 while 
monitoring the two-terminal conductance (G) 
between contacts to the 2DEG on opposite sides 
of it (19). When the voltage on g2 relative to the 
2DEG (V2) is negative enough to deplete the 
2DEG, G drops sharply because the electrons 
have to scatter into the wires to pass under g2. 
As tunneling into the LQWR is weak, most of 
the current is carried at this stage by the UQWR. 
Decreasing V2 further depletes the modes in the 
UQWR under g2 one by one, causing a stepwise 
decrease in G (Fig. 2). The deviation of the size 
of the steps from the universal Go = 2e2/h, in 
which e is the charge of the electron, is known 
to be related to the nature of the coupling be- 
tween the 2DEG and the UQWR (6, 20, 21); 
however, a complete explanation is still lacking. 
When the last mode in the UQWR is depleted, 
only LQWR modes are left to carry current, 
leaving a very small conductance step (typically 
a few percent of the UQWR conductance steps). 

Tunneling Step 
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Fig. 2. Conductance as a function of the density 
in the wires at B = 0, controlled through the 
voltage on a top gate. The UQWR conductance 
steps can be seen clearly. (Inset) The residual 
conductance (less than 1/30 of the previous 
conductance step) after the UQWR has been 
depleted is attributed to transport that involves 
tunneling into the LQWR. 

Decreasing V2 further depletes these modes as 
well, and G is suppressed to zero. We then 
choose a value of V2 on the tunneling step, 
forcing the electrons to tunnel between the 
wires. To focus on one of the two resultant 
junctions, we reduced the length of one of them 
by depleting both wires with an additional gate 
(g, in Fig. 1). Because the short tunnel junction 
is much more resistive than the long one, the 
UQWR between g1 and g2 is at electrochemical 
equilibrium with the source (the 2DEG lying 
between g1 and g2), and the LQWR is at elec- 
trochemical equilibrium with the drain (the 
semi-infinite 2DEG to the right of g2 in Fig. 1). 
As a result, V'd drops across an isolated wire- 
wire tunnel junction of length L (the distance 
between g1 and g2). 

Measuring the tunneling current through a 
single tunnel junction allows us to experimen- 
tally determine the dispersion relations of the 
elementary excitations in the wires (22, 23). The 
junction is long enough for tunneling to be 
spatially invariant to a good approximation (L 

> XF, where XF is a typical Fermi wavelength 
in the wires). Therefore, when an electron tun- 
nels between the wires, not only its energy is 
conserved, but also its momentum hk, where k is 
the wave vector. The energy of a turineling 
electron is controlled by changing VTd, whereas 
its momentum is controlled by changing B (24). 
This is true regardless of electron-electron inter- 
actions, be they intrawire or interwire. To first 
order, B shifts the dispersions of the modes in 
the UQWR, E,i(B,k), by kB = eBd/h (u, enu- 
merates the modes of the UQWR and d is the 
distance between the wires' centers) relative to 
the dispersions of the modes in the LQWR, 
E,(B,k) (lI enumerates the modes of the 
LQWR). Tunneling between the wires is 
suppressed unless there is a k that satisfies the 
tunneling condition: E,,i(B,k - kB) = E.(B,k) - 
eVsd, for which one wire is occupied while the 
other is not. Thus, current is appreciable only in 
regions of the Vsd-B plane that are bounded by 
B(Vsd) that satisfies the tunneling condition with 
I kl or I k - kB equal to one of the Fermi wave 
numbers of one of the modes in the wires, kF i 
or kpF. These boundaries show up as peaks in 
the nonlinear differential tunneling conductance 
G(Vsd,B); i.e., the measurement directly probes 
the dispersion of one wire with the help of the 
Fermi points of the other wire (see Fig. 3B). It 
has been shown theoretically that even in the 
presence of interactions, this measurement tech- 
nique is viable: It allows direct measurement of 
the collective excitation spectrum of the inter- 
acting system (25, 26). In addition, the k differ- 
ence that we can induce between the wires has 
no fundamental limitation-it is easy to attain kB 
> 2kF with reasonable B's. In typical measure- 
ments (Fig. 3, A and C), the most prominent 
features are the dispersion curves of the elemen- 
tary excitations in the wires. 

To determine the effect of the Coulomb 
interactions on the excitation spectrum, we 
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compare G(VJd,B) scans with the excitation 
spectrum of noninteracting electrons. The lat- 
ter is solely determined by the band mass m 
and by the density of electrons. Consider, for 
example, tunneling of noninteracting elec- 
trons between mode ui and mode .j. At B = 0, 
tunneling is expected to be substantial only if 
the dispersion in u, overlaps that in l.; other- 
.wise, it is impossible for an electron to tunnel 
while conserving its energy and momentum. 
To compensate for a density mismatch be- 
tween the modes, a bias Vd = (EF,/ - 

EF, )/e must be applied for the dispersions to 
overlap (E ,. and EF . are the Fermi energies 
in ui and 1,). Thus, a point of enhanced current 
is expected on the Vsd axis (see Fig. 3B). 
Several such points can be seen in Fig. 3, A 
and C, each corresponding to tunneling be- 
tween a different pair of modes. Tunneling 
between the modes is also possible near sd = 
0. For simplicity, consider wires with vanish- 
ing cross section, for which B does not influ- 
ence the Fermi wave numbers of the modes. 
As B is ramped up, the spectra are shifted by 
kB relative to one another. Initially, tunneling 
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k -- edB1/(h/2nr) = I kF. - kF,.I, when 
initial states become available at the Fermi 
level, allowing tunneling between states 
propagating in the same direction. Increasing 
B further blocks the tunneling because now 
all available final states are occupied until B 
satisfies k -= edBl/(h/2l) = I k + kF l.I , 
when empty final states become available at 
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In our finite cross-section wires, the analysis 
is slightly complicated by the small changes of 
density in each mode induced by changing 
B-for example, as B is ramped up, the lower 
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B '~ = 7 T. The simplest quantitative interpre- 
tation of the G(sd,B) scans requires the solution 
of the single-particle Schrodinger equation for 
the levels in each of the two wires in the pres- 
ence of B. From the solution, the noninteracting 
dispersion of the electrons in each of the wires is 
obtained and overlaid on the data in Fig. 3, A 

REPORTS 

and C. Below we summarize the main results of 
a calculation based on the data in Fig. 3, A and 
C, taken from a L = 6 ,um junction. Reducing L 
from 10 to 2 Ixm merely reduces the magnitude 
of the tunneling current but does not shift the 
measured dispersions, confirming the fact that 
only one junction is effectively biased in the 
contacting scheme. We find that the following 
transitions best describe our data (27): I ug) <-> 

I l), I u3) <-> /2), and I u2) -> 113 45), where the 
order in the list is of decreasing B2J. We con- 
jecture that I u3) is the 2DEG that occupies the 
upper QW, giving a two-dimensional density 
that is consistent with Shubnikov-de Haas mea- 
surements. One can see that the density is de- 
termined correctly because the calculated dis- 
persions fit the measured Bi2's. In spite of this, 
they deviate everywhere else from the measured 
curves. Similar mismatches between measured 
and calculated dispersions are always observed, 
suggesting that the noninteracting behavior does 
not describe the excitation spectrum. 

To quantify the deviations from noninteract- 
ing behavior, the data were successfully fitted 
with a noninteracting model with a renormal- 
ized mass m* = 0.75 m (28) (see Fig. 3A). The 
conclusion is that we observe an enhancement 
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of the velocity of the collective excitations, rel- 
ative to the velocity of the excitations in a 
noninteracting wire, because vJvF = m/m*. 
Such an enhancement is brought about by Cou- 
lomb interactions and is consistent with Lut- 
tinger-liquid behavior (3). In the simplest case 
of weak interwire coupling, Luttinger-liquid the- 
ory predicts vp = vI/g (25), where g is a param- 
eter that characterizes the interactions. This 
yields g = 0.75, a value that agrees with values 
obtained with a different technique for single 
CEO wires in GaAs (12, 29). A more elaborate 
fit to the theory requires the incorporation of 
finite interwire interactions, as well as inter- 
mode coupling (25), resulting in having several 
different values of m* in our phenomenological 
model. In contrast to the above behavior of the 
dispersion peaks, their tails seem to terminate at 
the noninteracting dispersion curve, marked by 
the thick dashed lines in Fig. 3A. Such behavior 
may be expected to result from spin-charge 
separation (25), in which the velocity of the spin 
degrees of freedom is given by the noninteract- 
ing velocity, VF. Another departure from simple 
noninteracting behavior is the suppression of 
G(Vsd,B) near Vd = 0, which can be seen in Fig. 
3, A and C, as a B-independent, 150-,jV-wide 
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Fig. 3. (A) G(Vsd,B) as a function of V,d and B for a 6-1jm-long tunnel junction. The bar above the 
figure gives the color scale. Some of the dispersions can be easily discerned. The calculated 
noninteracting dispersions (thick dashed lines) do not describe the data well. A reduced mass model 
yields a superior fit everywhere, exemplified by the thin dashed lines at high B. The evident 
enhancement of G(Vsd,B) at V,d < 0 and B < 5 T is attributed to tunneling directly from the 2DEG 
in the upper QW to the LQWR. Also visible is the suppression of G(V,d,B) near Vs = 0. (B) A 
schematic of the regions of momentum conserving tunneling (gray) for which we expect the 
tunneling current to be enhanced. At Vsd, the density mismatch between mode ui and mode / is 
compensated for and the spectra overlap. Tunneling between the Fermi points of the modes occurs 
at By, BiJ. The boundaries, which show up as peaks in G(Vsd,B), give the dispersions of the electrons. 
(C) The lower part of (A) after subtracting a smoothed background. The scale has been optimized 
to improve the visibility. The dispersions of the various bands in both wires are easily discerned, as 
well as the suppression of G(Vsd,B) around V"d = 0. 
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rig. 4. G(Vthe,B) for a 2-essm-ong tunneljunction 
at low . A llmarksoothed background has been 
subtracted to emphasize sharp features, al- 
though these are quite clear in the raw data. 
Oscillations are seen off the dispersion curves, 
several of which are easy to see. 

dip. These last two effects are of particular 
interest because both the separation of spin and 
charge and by the suppression of tunneling near 
Vsd = 0 are hallmarks of Luttinger-liquid behav- 

ior (3). 
I t is interesting to find what limits the 

conservation of momentum in the experiment 
and how this shows up in the measurement . 

Clearly, any mechanism that breaks invari- 
ance to translations relaxes the constraint of 
momentuion, conservation and with it the con- 
ditions for allowing current to flow through 
the junction . Because of the high quality of 
CEO wires, mopatt en tum relaxation is mainly 
caused by the finite length of the tunnel 
junction. 

The effects of finite size on G(dispersiond,B) are very 
clear in the measurement of a 2-on am sunnel 

junction. F igure 4 shows a zoom into the low B 
part of such a scan. Even for such a short 
junction, one can see the dis persions of the 
wirthe and other hand, contrary to the scan of 
the 6-1,um junction in Fig. 3, G(Vsd,B) is appre- 
ciable off the dispersions. One can see that the 
deviations of G(Vsd,B) from zero form a check- 
erboard pattern. This pattern is a striking mani- 
festation of the finiteness of L: The momentum 
a function (that traces out the dispersion curves) 

oscillates as a function of i ts argument on a scale 
L-t; for a 6-,um juctions, periods that are one- 
third of the periods in Fig. 4 are observed. By 
viewing the checkerboard as Aharonov-Bohm 
oscillations, it is easy to show that the periods in 

the fersd and B directions are indeed given by 
1 PssdL/vp = A.Ld = ho , where acting = he is the 

flux quantum. Th is r esult c an be also derived 
from a Fermi-liquid microscopic model (30). 
Similar oscillations appear in calculations that 
take interactions into account (31, 32). 
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Mapping the One-Dimensional 

Electronic States of Nanotube 

Peapod Structures 

D. J. Hornbaker,1 S.-J. Kahng,1* S. Misra,1 B. W. Smith,2 
A. T. Johnson,3'4 E. J. Mele,3'4 D. E. Luzzi,2'4 A. Yazdani1l 

Arrays of C60 molecules nested inside single-walled nanotubes represent a class of 
nanoscale materials having tunable properties. We report electronic measurements 
of this system made with a scanning tunneling microscope and demonstrate that 
the encapsulated C60 molecules modify the local electronic structure of the 
nanotube. Our measurements and calculations also show that a periodic array 
of C60 molecules gives rise to a hybrid electronic band, which derives its 
character from both the nanotube states and the Co6 molecular orbitals. 
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Single-walled carbon nanotubes (SWNTs) 
have inspired remarkable advances in science 
and engineering at the nanometer scale dur- 
ing the past decade (1). For electronic appli- 
cations, the SWNT appears to be an ideal 
template for fabricating single-molecule- 
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based devices, such as nanotube-based diodes 
(2-4), single-electron transistors (5, 6), 
memory elements (7), and logic circuits (8, 
9). Due to their size and geometry, SWNTs 
also provide a unique opportunity for 
nanoscale engineering of novel one-dimen- 
sional (1D) materials systems, created by 
self-assembly of atoms or molecules inside 
the SWNT's hollow core (10). The promise 
of this material synthesis method has been 
demonstrated recently by the discovery (11) 
and subsequent high-yield production (12) of 
C6o@SWNT: a supramolecular assembly re- 
sembling a nanoscopic peapod composed of a 
1D array of C60 molecules nested inside a 
SWNT (Fig. 1A). The composite nature of 
C6,@SWNT peapods, as well as other simi- 

based devices, such as nanotube-based diodes 
(2-4), single-electron transistors (5, 6), 
memory elements (7), and logic circuits (8, 
9). Due to their size and geometry, SWNTs 
also provide a unique opportunity for 
nanoscale engineering of novel one-dimen- 
sional (1D) materials systems, created by 
self-assembly of atoms or molecules inside 
the SWNT's hollow core (10). The promise 
of this material synthesis method has been 
demonstrated recently by the discovery (11) 
and subsequent high-yield production (12) of 
C6o@SWNT: a supramolecular assembly re- 
sembling a nanoscopic peapod composed of a 
1D array of C60 molecules nested inside a 
SWNT (Fig. 1A). The composite nature of 
C6,@SWNT peapods, as well as other simi- 

1 FEBRUARY 2002 VOL 295 SCIENCE www.sciencemag.org 1 FEBRUARY 2002 VOL 295 SCIENCE www.sciencemag.org 828 828 


