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A Near-Earth Asteroid  
Population Estimate from the  

LINEAR Survey  
Joseph Scott Stuart 

I estimate the size and shape of the near-Earth asteroid (NEA) population using 
survey data from the Lincoln Near-Earth Asteroid Research (LINEAR) project, cov- 
ering375,000square degrees of sky and including more than 1300NEA detections. 
A simulation of detection probabilities for different values of orbital parameters 
and sizes combined with the detection statistics in a Bayesian framework 
provides a correction for observational bias and yields the NEA population 
distribution as a function of absolute magnitude, semi-major axis, eccentricity, 
and inclination. The NEA population is more highly inclined than previously 
estimated, and the total number of kilometer-sized NEAs is 1227TiF (la). 

Attempts to estimate the number of NEAs (1) 
have always been hampered by selection biases 
inherent to all observations as well as by small 
detection sample sizes. Bottke et a/.  (2, 3) ad-
dressed this problem by using theoretical orbital 
dynamical constraints in combination with 138 
detections from the SPACEWATCH program 
to constrain the size and shape of the NEA 
population. Rabinowitz et al. (4) estimated the 
NEA population using 45 detections from the 
NEAT program. Here, I use the order-of-mag- 
nitude larger detection sample size of the LIN- 
EAR project (5) to estimate the size and shape 
of the NEA population constrained solely by 
observational data. An estimate of the number 
of NEAs as a function of absolute magnitude, 
which is related to the size of the asteroid, is of 
critical importance in assessing the collision 
hazard for Earth. The distribution of the orbital 
parameters of the NEAs is important for under- 
standing processes of solar system formation 
and dynamics and for evaluating the collision 
hazard. 

In 3 years of operation, the LINEAR project 
searched almost 500,000 square degrees ( 6 )of 
sky on nearly 600 nights, discovering 657 new 
NEAs and over 110,000 new main-belt aster- 
oids. On many of the nights, however, the 
weather was sufficiently variable that it was 
difficult to characterize the limiting magnitude 
of the search. Selecting only the nights with 
stable atmospheric transparency leaves 412 
nights, covers more than 375,000 square de- 
grees of sky, and includes 1343 detections of 
606 different near-Earth asteroids (Fig. 1). 

To understand the selection biases of the 
LINEAR system, one must know where the 
telescope searched each night, the nightly 
brightness threshold for detecting an NEA, and 
the identities of all NEAs detected. The nightly 
observing logs provide the search locations and 
areas to w i t h  a few arcseconds. Determining 
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the nightly brightness threshold is more diffi- 
cult. Because of LINEAR'S short integration 
times (7) and large pixels (2.2 by 2.2 arcsec- 
onds), NEAs move less than the size of a pixel. 
Asteroids and stars are all point sources, thus 
they can be treated with the same photometric 
model. The 50% detectability threshold is estab- 
lished using the signal-to-noise ratios of 200 to 
300 cataloged solar-type stars in each field. The 
limiting magnitude for each night is then set by 
averaging these detectability thresholds. Uncer- 
tainty in the overall bias of the limiting magni- 
tude calculation contributes to the error esti- 
mate in the derived number of NEAs. An 
estimate of this error is added in quadrature 
with the formal statistical errors described 
below to obtain the final error value for the 
number of NEAs and the error envelopes for 
the distributions. 

To determine which NEAs were detected on 
any given night, the nightly telescope logs are 
combined with definitive identifications provid- 
ed by the International Astronomical Union's 
Minor Planet Center (MPC). LINEAR reports 
all of its observations to the MPC, including 
those that have motions characteristic of main- 
belt asteroids, and provides intentional coverage 
overlap after a few nights or during the follow- 
ing month. Th~s follow-up allows NEAs with 
motions initially mimicking main-belt asteroids 
to be identified, so that the number of detections 
not identified as NEAs is low, on the order of 
1% of the number of NEA detections. Errors in 
which main-belt asteroids or false detections are 
erroneously labeled as NEAs are low because 
all NEA detections are verified on multiple 
nights, and usually by multiple observers, before 
orbits are issued by the Gc. 

To determine correction factors for observa- 
tional bias in the LINEAR search, I accounted 
for the time-correlated nature of the asteroid 
search space. 1 divided the orbital parameter 
space (a-e-i-H) into 49,200 bins (8).In each bin, 
I generated 144,000 asteroid orbits (9). Each of 
these 144,000 test particles is propagated
through the time covered by the search and 
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checked against each night's telescope pointing 
history. The apparent visual magnitude of each 
test particle is calculated from its orbital param- 
eters and the absolute magnitude of its bin (with 
a photometric phase slope parameter G = 0.15). 
Whenever the propagated position of the test 
particle falls within the telescope's field of view 
and the calculated apparent visual magnitude of 
the test particle is brighter than the limiting 
visual magnitude of the telescope for that night, 
the test particle is labeled as detected by the 

distributions for values of N are Gaussian with 
the mean and variance for each bin increasing as 
a power law in the H dimension and uniform in 
the other three dimensions. 

With an unbiased estimate of the number 
of NEAs in each a-e-i-H bin, I could, in 
principle, provide a full four-dimensional 
map of the asteroid population. However, 
because there are more bins than asteroids, 
the number of detections in any given bin is 
small (either 0 or 1 in almost all cases), so the 

search. After propagating all 144,000 test parti- noise in the estimates for individual bins is 
cles through the 3 years of the search history, the large. However, by summing over any three 
test particles that had been detected are labeled. 
The fraction of detected test particles relative to 
the total number in a bin is the observational 
bias of the survey for that specific a-e-i-H bin. 
This observational bias for an individual bin is 
the probability that an actual asteroid with the 
properties of the bin would have been detected 
by the survey. These detection probabilities for 
the 49,200 a-e-i-H bins provide a four-dimen- 
sional map of the observational bias of the LIN- 
EAR search. Using substantially fewer bins 
would mean applying unreasonable correction 
factors to detections far from a bin center. 

During the nights used for this study, the 
LINEAR system detected 606 distinct NEAs 
among 1343 total NEA detections (some NEAs 
were detected multiple times). I divided the 606 
NEAs into the 49,200 a-e-i-H bins. For each bin, 
I estimate N, the true number of objects in that 
bin. Using a binomial statistical model with N 
asteroids, and detection probability, p, the prob- 
ability distribution for the expected number of 
detections, x, is a binomial distribution. The 
quantity x/p, where x is the observed number of 
detections in the bin, is an unbiased estimator 
for the number of asteroids in the bin. The 
variance of this estimator, given the true value 
of N, is Nlp - N. To obtain errors for these 
estimates, one needs the variance of the true 
parameter value given the observed value of the 
estimator. This inversion is performed by apply- 
ing Bayes' law in each a-e-i-H bin. The prior 

of the dimensions, I obtain an estimate of the 
distribution over the fourth parameter with 
robust statistics (no fewer than 20 detections 
per one-dimensional bin). 

The predicted size of the NEA distribution 
(Fig. 2) with H < 18 (10) is 1 2 2 7 t c  (lo). My 
estimate of the number of NEAs with H < 18 is 
higher than the recent measurement by Rabi- 
nowitz et al. (750 t 150) (4). The Rabinowitz 
model, limited by the small number of NEA 
detections in that survey, was unable to indepen- 
dently estimate the distributions over a, e, and i, 
and thus made assumptions about the distribu- 
tions of the orbital parameters. Those assump- 
tions may account for the discrepancy between 
the two estimates. Bottke et al. (2, 3) recently 
estimated the number of H < 18 NEAs as 
910+:!:. The shape of my population estimate 
over inclination differs from the Bottke model. 
This difference probably accounts for the differ- 
ence in the overall size of the population esti- 
mates. These results assume uniformly distrib- 
uted values for argument of perihelion, longi- 
tude of the ascending node, and mean anomaly. 
If this assumption is invalid, the true population 
is likely to be larger than estimated here. 

The orbital parameter distributions (Fig. 
3) are similar to those obtained by Bottke et 
al. using theoretical dynamical constraints 
on the orbital distributions of NEAs. The 
models differ primarily in the inclination 
distribution. This estimate indicates more 

Fig. 1. An equal-area 
projection of the en- 
tire celestial sphere in 
right ascension and 
declination coordi- 
nates showing the 
area coverage and ac- 
cumulated depth of 

ysis. The ecliptic plane 
is plotted in black for 
reference. Nearly 2 
million square de- 
grees of sky imaging 
(6) are represented c 

G# based on surveying ,- 

conducted from 18.6 18.8 19.0 19.2 19.4 19.6 19.8 20.0 20.2 20.4 20.8 20.8 
March 1998 through Accumulated covereige depth (visual magnltudw) 
February 2001. The 
color-coded accumulated depth is the equivalent limiting magnitude from combining multiple 
searches of each field. 

high-inclination NEAs in comparison to 
Bottke's model. Bottke's four-dimensional 
theoretical model has substantial coupling 
between the semi-major axis distribution 
and the inclination distribution. In that mod- 
el, NEAs with semi-major axes less than 
1.8 astronomical units (AU) have higher 
inclinations than NEAs with semi-major 
axes beyond 2 AU. The discrepancy be- 
tween Bottke's inclination distribution and 
mine is unlikely to be caused by this cou- 
pling between the semi-major axes and in- 
clinations of the NEAs. The L M A R  
search data used here has 244 detections 
beyond 2 AU, and the bias correction meth- 
od used here does not force an assumed 
semi-major axis distribution to obtain the 
inclination distribution. The semi-major 
axis distribution (Fig. 3) matches that esti- 
mated by Bottke et al., as does the eccen- 
tricity distribution. The small shift toward 
lower eccentricities may be explained by a 
binning effect. If the shape of the real NEA 
inclination distribution ultimately matches 
the model presented here, it may imply a 
slightly different ratio of contributions from 
main-belt source regions than the contribu- 
tions derived by Bottke et al. The similarity 
between these results and those of Bottke et 
al. represents a convergence between NEA 
observation and theoretical modeling of so- 
lar system dynamics. 

This estimate of the size of the NEA popu- 
lation (Fig. 2) is higher than recent estimates 
and is closer to previous estimates by Shoemak- 
er et al. (11). The size of the NEA population is 
an important component in assessing the long- 

Absolute magnitude, H 

Fig. 2. Cumulative H magnitude distribution of 
the NEA population. The black squares are my 
estimate of the population, with la error en- 
velope (dotted lines). The known population (as 
of 9 October 2001) is shown as blue triangles. 
The number of NEAs with H < 18 is 1 2 2 7 ~ ~ ~ 0  
(la). The red line indicates the best straight 
line fit to the middle portion (14 < H < 18.5) 
of the H distribution. I fit a straight line to the 
logarithm (base 10) of the noncumulative H 
distribution with bin size of 0.5. The noncumu- 
lative best-fit line is N(H) = 10-4.33+0.39H. The 
fit for the offset is -4.33 + 0.22 and for the 
slope is 0.39 ? 0.013. Translating the noncu- 
mulative fit to a cumulative distribution yields 
a fit of N(<H) = 10-3s8+0.39H. 
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term probability o f  collision between NEAs and 
Earth. The risk o f  collision between NEAs and 
Earth is partially offset by  the fact that the 
NEAs have higher inclinations than previously 
thought, because NEAs with higher inclinations 
are less likely to impact the Earth (12). The size 
and shape o f  the NEA population is important 

-. 
0 10 20 30 40 5'0 

Inclination (Degrees) 

Semi-major axis (AU) 

Fig. 3. Estimated distributions of the NEAs over 
the three orbital parameters: inclination (A), ec- 
centricity (B), and semi-major axis (C). Each plot 
shows my estimate (black squares) of the popu- 
lation distribution with lo error ban (dotted lines 
and gray shading). Plotted for reference are the 
known NEAs (blue triangles) as of 9 October 
ZOO1 and the estimate recently published by 
Bottke et al. (3) (red circles). For comparison 
purposes, the curves from Bottke's model have 
been rescaled so that the total number of objects 
in the Bottke curves is the same as the total 
number of objects in the estimate given here. 
These curves include the estimates for the NEAs 
with H < 18.5 rather than H < 18 because the 
greatest number of detections used in this anal- 
ysis fell within the 18.0 < H < 18.5 bin. The 
spikes in the semi-major axis distribution are 
probably random fluctuation because they are 
consistent with the error envelope. The spikes in 
the inclination distribution are probably real be- 
cause they appear in the known distribution. 

R E P O R T S  

for understanding the collision hazard for Earth, 
and their availability for study by space mis- 
sions and for utilization as space resources. The 
distribution o f  N E A  inclinations could provide 
insight into where the NEAs formed and how 
they move throu& the solar system. 
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Dynamical Spreading of 
Asteroid Families by the 

Yarkovsky Effect 
William F. Bottke Jr.,' David Vokrouhlicky: Miroslav Broi: 

David Nesvornysl Alessandro Morbidelli3 

The orbital distributions o f  prominent asteroid families are thought t o  be direct 
by-products o f  catastrophic disruption events among diameter D 2 100 kilo- 
meter bodies. Ejection velocities derived from studying observed families, how- 
ever, are surprisingly high compared w i th  results from impact experiments and 
simulations. One way t o  resolve this apparent contradiction is by  assuming that 
D 20 kilometer family members, since their formation, have undergone 
semimajor axis dr i f t  by  the thermal force called the Yarkovsky effect. Inter- 
actions between drift ing family members and resonances can also produce 
unique eccentricity andlor inclination changes. Together, these outcomes help 
explain (i) why families are sharply bounded by  nearby Kirkwood gaps, (ii) why 
some families have asymmetric shapes, and (iii) the curious presence o f  family 
members on short-lived orbits. 

Catastrophic collisions among large asteroids 
in the main belt are believed to produce 
asteroid families [e.g., (I)]; clusters o f  aster- 
oid fragments with similar proper semimajor 
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axes a, eccentricities e, and inclinations i (2, 
3); and spectral signatures consistent with an 
origin from a common parent body (4,5). As 
such, prominent asteroid families (e.g., Ko-  
ronis, Eos, Themis, Eunomia, and Vesta) are 
natural laboratories for understanding high- 
velocity impact physics, one o f  the principal 
geologic processes affecting small bodies in 
the solar system. 

Although this formation scenario is 
straightforward, there are still many aspects 
o f  asteroid families that we do not yet under- 
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