
birds. However, a later arrival in Europe of 
migratory birds wintering south of the Sahel 
has been reported (7,26). For these species, 
the decision when to start spring migration 
may become maladaptive when the cue for 
migration is independent of the environmental 
change in the breeding area (7). Climate 
change may thus be a serious threat to species 
that migrate from tropical wintering grounds 
to temperate breeding areas. They may arrive 
at an inappropriate time to exploit the habitat 
and compete with larger numbers of individu- 
als of resident species as more of them sur- 
vive the winter. These arguments may partly 
explain the decline of these long-distance mi- 
gratory species in Western Europe (a), al-
though short-distance migrants may be more 
flexible. These fidings support previous re- 
sults demonstrating that shifts in global cli- 
mate patterns can affect migratory birds (27). 

These changes in plant phenology and bird 
migration show that climate warming may 
lead to a decoupling of species interactions, 
for example, between plants and their pollina- 
tors or between birds and their plant and insect 
food supplies (2). Changes not only in mean 
temperatures but also in temperature patterns 
may affect these interactions even more 
strongly because they may alter the synchro- 
nization between species (28). An example of 
such decoupling was recently reported. The 
Great Tit still breeds at the same time, but its 
food supply has been advanced because of 
earlier plant development in recent years (29). 
Different phenological responses (7, 30) may 
alter the competitive ability of different species 
and thus their ecology and conservation, re- 
sulting in unpredictable impacts on cornrnuni- 
ty structure and ecosystem functioning. 

The observed phenological changes 
have occurred with a warming only 50% or 
less of that expected for the 21st century 
(I). Many ecological (carbon sequestration, 
nutrient and water cycles, species competi- 
tion, pests and diseases, bird migration and 
reproduction, and species-species interac- 
tions), agricultural (crop suitability, yield 
potential, length of growing season, risk of 
frost damage, epidemiology of pests and 
diseases, timing and amount of pesticide 
use, and food quality), and socioeconomic 
and sanitary (duration of the pollen season 
and distribution and population size of dis- 
ease vectors) factors depend strongly on 
plant and animal phenology. Phenology is 
therefore increasingly relevant in the 
framework of global change studies (31). 

As in many areas of environmental sci- 
ence, the key requirement is long-term data 
sets. Today, thousands of people-profes- 
sionals and volunteers-record phenologi-
cal changes all over the world, as do inter- 
national and national phenological moni- 
toring networks such as Global Learning to 
Benefit the Environment (GLOBE) or the 

Euro~ean  Phenoloev Network. Together u- " 
with sensing' atmospheric' and ecO-
logical studies, these data will help to answer 
the many questions raised by the recently re- 
ported climate effects on phenology: what 
are the limits of the lengthening of the plant 
growth season and the consequent 
of our planet? Will the (less seasonal) tropical 
ecosystems be less affected than boreal, tem- 
perate, and Mediterranean ecosystems? How 
will different aquatic ecosystems respond? 
How will responses to temperature and other 
drivers of global change interact to affect 
phenology and the distribution of organisms? 
How will changes in synchronization be- 
tween species affect population dynamics 
both in terrestrial and aquatic communities? 
Will appropriate phenological cues evolve at 
different tro~hic levels? 
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P E R S P E C T I V E S :  P L A N T  B I O L O G Y  

A Baroque Residue in Red Wine 
Herman H6fte 

The walls of higher plants contain small 
amounts of a mysterious polysaccha- 
ride known as rhamnogalacturonan I1 

(RGII). RGII is thought to be the most com- 
plex polysaccharide on Earth, and its pres- 
ence and strong conservation in all higher 
plants suggest that it is important for the 
structure or growth of plant cell walls. The 
study by O'Neill et al. (I) on page 846 of 
this issue convincingly shows, 23 years after 
its discovery (2), that RGII is essential for 
plant growth and that minor changes in its 
structure cause growth defects. 

More than 300 years ago, Robert Hooke 
pointed his primitive microscope at a slice 
of cork and discovered the cellular basis of 
organisms. Sadly, since then, plant cell 
walls, which formed the comp&ents he 
actually observed, have never been consid- 
ered particularly entertaining structures. In- 
deed, the word wall itself evokes something 
dull and rigid, built only to enclose, sup- 
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hofte@versailles.inra.fr 

port, divide, and protect. However, a closer 
look reveals just how erroneous this view 
is. Walls of growing plant cells are extreme- 
ly sophisticated composite materials made 
of dynamic networks of polysaccharides, 
protein, and phenolic compounds. Cellu- 
lose microfibrils with a tensile strength 
comparable to that of steel provide the plant 
with a load-bearing framework. These mi- 
crofibrils are rigid wires made of crys- 
talline arrays of P-1,Clinked chains of glu- 
cose residues, which are extruded from lit- 
tle hexameric spinnerets in the plant cell 
plasma membrane and surround the grow- 
ing cell like the hoops around a barrel. Be- 
cause cellulose microfibrils constrain tur- 
gor-driven cell expansion in one preferen- 
tial direction, they control the shape of 
plant cells and ultimately that of the plants 
themselves. Hemicelluloses, such as xy- 
loglucans, are tethered by hydrogen bonds 
to cellulose and form cross-links that may 
control the se~aration of the cellulose mi- 
crofibril hoois. The cellulose-hemicellu- 
lose network is embedded in a matrix of 
complex galacturonic acid-rich pectic 
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polysaccharides (including RGII) that form defined three-dimensional conformation, The problem is that fucose is not only 
a hydrated gel inside the wall and provide a as suggested by its marked resistance to en- found in RGII. Two other types of polymer 
dynamic operating environment for cell zymatic degradation. As a result, large are also fucosylated: xyloglucans and the 
wall processes. amounts of RGII can be found in ferment- glycan side chains of many proteins. But 

Most of the components of the pectic ed products such as wine. Why do all high- which altered polysaccharides are responsi- 
matrix are notable for their heterogeneity, er plants invest so much effort in producing ble for the growth defect in murl? To re- 
but intriguingly, RGII is highly conserved. this baroque structure in their walls? The solve this whodunit, the authors comman- 
During the growth of plant cells, which can first hint came from the observation that deered observations reported for two other 
extend hundreds and even thousands of RGII exists as a dimer that is cross-lied mutants. Indeed, mutant cgll entirely lacks 
times their orighal length, the synthesis, de- by a borate diester (see the figure). Boron fUcose in its glycoproteins and surprisingly 
position, assembly, and remodeling of wall is an essential micronutrient of plants, and does not show an observable phenotype. 
polysaccharides must be carellly coordi- its deficiency not only causes the disap- Similarly, mur2 mutants synthesize xy- 
nated. All of this must occur while the plant loglucans with only 2% of the normal 
maintains its resistance to the extreme ten- RGll monomer amount of fucose and still grow normally. 
sion (several hundreds of megapascals) on This left the authors with RGII. They next 
the relatively thin cell wall generated by the showed that murl mutants contained nor- 
turgor pressure within the solute-fded cell. ma1 amounts of RGII, which, as expected, 
The assembly and extension of the wall is in 
part mediated by wall-associated enzymes, 

lacked Lrmul fucose and 2-0-Me-L-Fuc, 
a h s e  derivative. These residues were re- 

Hd' 

comQLex pdys#draride, is present 
in the cell walls of all higher plants 

RGll dlmer It is composed of 1 1 kinds of sugar 
monomers and can form dimers 

fere with dimer formation in the 

- 4 
pearance of RGII dimers but est changes, only half the amount of RGII 
also leads to growth inhibi- dimer was formed in the murl mutants. In 
tion associated with dramatic vitro studies led to the conclusion that the 
changes in cell wall architec- "mutant" RGII dimerizes more slowly and 

which cleave, rearrange, or cross-link ture. These findings suggest, but do not has a reduced stability at low pH. It also re- 
polysaccharides. Plants have evolved unique prove, that the absence of RGII dimers quires higher concentrations of boron to 
strategies to fme-tune the activity of these causes growth defects. To demonstrate a dim&. This also turned out to be true in 
extracellular enzymes indhctly, for exam- causal relationship, plant mutants with vivo, because watering the plants with 
ple, by modifjhg the extracellular pH or the specifically altered RGII would be needed. boron restored the formation of RGII 
redox state of the plant cell or by gene-rating In the absence of such specific mutants, dimers. The most exciting observation of 
localized oxygen radicals. Pectic polysac- O'Neill et al. (1) took advantage of the this study is that this treatment also re- 
charides are also thought to be hportant in known pleiotropic mutant murl in the stored normal growth to murl plants, thus 
this control, because they can influence the model plant Arabidopsis thaliana. The al- demonstrating unequivocally that RGII 
porosity of the cell wall and hence the mo- tered gene in this mutant codes for the en- dimer formation is essential for normal 
bility of the wall enzymes. zyme GDP-D-mannose-4,6-dehydratase, plant growth. 

RGII is a remarkable molecule (see the which is required for the synthesis of GDP- As usual, these observations raise more 
figure). It is composed of 11 kinds of sugar L-fucose. This activated sugar is the sub- questions than they answer. Why is RGII 
monomers, and it is thought that at least 21 strate used for the fucosylation of RGII. dimerization so important? RGII is cova- 
enzymes are dedicated to the construction The mutant plants are dwarfed and have lently attached to a backbone composed of 
of all the linkages between the sugar more fragile cell walls. Watering the mu- a linear chain of galacturonic acids, and 
residues. This molecule must adopt a well- tant with fucose restores normal growth. dimerization promotes the formation of a 
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cross-linked pectin network. This network 
controls the porosity of the cell wall, as 
shown by the increased pore size of cell 
walls of boron-starved cell cultures. It will 
be interesting to see whether the altered 
pore size also affects the accessibility of 
polysaccharide-modifying enzymes to their 
substrates, which could be a mechanism by 
which reduced boron cross-linking affects 
growth of murl plants. Does RGII cross- 
linking control normal plant growth? A re- 
duction in pore size has been observed up- 
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on transition from the growth phase to the 
stationary phase in cell cultures. It is not 
known, however, whether RGII is involved 
in this change. What is the three-dimen- 
sional structure of this molecule? Insights 
come from molecular modeling, and at- 
tempts to crystallize this polysaccharide 
are under way. Maybe these approaches 
will explain its unusual stability. Finally, it 
will also be interesting to know whether 
this complex molecule carries out tasks 
other than those related to its ability to 

P E R S P E C T I V E S :  M O L E C U L A R  B I O L O G Y  

(;limpsesofaTinyRNAWorld 
Gary Ruvkun 

0
ver the years, a steady stream of 
structural and regulatory RNAs have 
been identified. Three papers pub- 

lished in this issue on pages 853, 858, and 
862 from the Tuschl, Bartel, and Ambros 
labs continue the tradition, but now 
prospecting for tiny RNAs of -22 nu-
cleotides (nt) (1-3). The chain of reasoning 
that simultaneously attracted these groups to 
22 nt is convoluted but interesting. 

The first 22-nt RNAs, lin-4 and let-7, 
were identified by genetic analysis of 
Caenorhabditis elegans developmental tim- 
ing (4, 5). The expression of the lin-4 RNA 
during the first larval stage and the let-7 
RNA during the fourth larval stage triggers 
the down-regulation of target mRNAs via 3'- 
untranslated region (UTR) elements that are 
complementary to each regulatory RNA to 
specify the temporal progression of cell fates 
(6, 7).The let-7 RNA, as well as its temporal 
regulation, are conserved across much of an- 
imal phylogeny (8). These 22-nt RNAs are 
called small temporal RNAs or stRNAs 

Tiny RNAs also emerged from the bio- 
chemical analysis of RNA interference 
(RNAi) by experimentally induced double- 
stranded RNA (dsRNA): 21 - to 25-nt small 
intermediate RNAs (siRNAs) are processed 
from dsRNA and act as templates for their 
own amplification and the degradation of 
target mRNAs during RNAi (9, 10). lin-4 
and let-7 are predicted to be processed from 
partially double-stranded precursors as 
well (4, 5, 8). The common size of -22 nt 
for stRNAs and siRNAs suggested that they 
are generated and perhaps act by a common 
mechanism. In fact, the same Dicer ribo- 
nuclease (RNase) that is required to process 
dsRNA to siRNAs also processes the 
stRNAs from their precursors (11, 12). The 
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developmental defects caused by Dicer mu- 
tations in plants and animals may be due to 
defects in processing of other endogenous 
tiny regulatory RNAs (I 1-13). 

The three teams use a range of biochemi- 
cal techniques to clone 21- to 25-nt RNAs 
(1-3) from three different organisms, and thus 
reveal the richness of the tiny RNA world. 
They detect almost 100 new tiny RNAs-mi- 
croRNAs or miRNAs. The Tuschl group iden- 
tified 14 new miRNAs from the Drosophila 
embryo and 19 miRNAs from HeLa cells (I). 
The expression of all the new miRNAs was 
verified. The Bartel group identified 55 new 
miRNAs from mixed-stage C. elegans and 
verified the expression of 20 out of 22 rmR-
NAs tested (2). Lee and Arnbros cloned and 
verified the expression of 15 C. elegans miR-
NAs, 10 of which were also identified by the 
Bartel group (3). While the entry point of 
these studies was biochemical, complete 
genome sequences were key in the analyses. 
All three groups used the genome sequences 
of a variety of organisms to determine that 
these miRNAs are not breakdown products of 
mRNAs or structural RNAs, to infer precur- 
sors, to determine the genetic locations of the 
new genes, and to determine whether the 
rniRNAs are conserved in evolution. 

All of these miRNAs are predicted to be 
processed from multiply bulged and par- 
tially duplex precursors, like the stRNA 
precursors. Therefore, they are likely to be 
processed by Dicer, as demonstrated for 
two of the new miRNAs (3). More of the 
miRNAs are processed from the 3' region 
of the precursor stem loop than from the 5' 
region, from which stRNAs are processed. 
o n e  precursor produces ~ ~ R N A Sfrom 
both stems (2). Thus, as in siRNA process- 
ing from dsRNA, Dicer probably processes 
both strands of these Drecursors. but in 
many cases only one skand may be stable. 

~ MA Some of the miRNAs are expressed only as 
021 14, USA. longer precursors at some developmental 
gy, Massachusetts General ~ ~ ~ ~ i t ~ l ,  ~ ~ t ~ ~ , 

form dimers. Next time you drink a glass 
of red wine, rich in RGII, why not reflect 
on these intriguing questions. 
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stages (2, 3), suggesting possible regula- 
tion of processing rather than transcription. 

~ ~ ~ b ~ ~ ~ ~ f t h 
familv of ~roteins mav also function m the 
ma&tion' of &A;. The C. elegans Arg-
onaute orthologs are required for the matura- 
tion and function of let-7 and lin-4 (II), and 
C. elegans RDE-1 and Arabidopsis Ago1 are 
necessary for RNAi (14, 15). These proteins 
may form a complex with Dicer, as has been 
shown for Drosophila Argonaute2 (1 6). 
Genome sequences suggest that there are 24 
C. elegans RDE- 11Argonaute genes, 7 in Ara- 
bidopsis, 4 in Drosophila, and 4 in humans. 
The distinct RDE-11Argonautes may be spe-
cialized for processing subsets of miRNA 
genes. The developmental defects caused by 
mutations in Drosophila or Arabidopsis Arg- 
onaute genes may be due to defective pro- 
cessing of particular miRNAs (1 7,18). 

Like let-7, a number of the miRNA genes 
are conserved in evolution. About 12% of 
the miRNAs are conserved between nema- 
todes, flies, and mammals, but more than 
90% of the C. elegans miRNAs are con- 
served in the 90% complete Caenorhabditis 
briggsae sequence (2). To detect these con- 
served segments in genome sequence com- 
parisons, only one or two mismatches could 
be tolerated. But one of the new miRNAs, 
mir-84, is 5 nt diverged from let-7, temporal- 
ly regulated like let- 7, and conserved in flies 
and humans (2). Such a paralog could only 
be detected in the rarified sequence space of 
the miRNA sequence collection. 

One of the more subtle results comes 
from what the papers did not find: There is 
almost no evidence of siRNAs diagnostic 
of RNA interference in normally growing 
animals (2). Thus, Dicer and its cofactors 
are normally used for miRNA production, 
and are only recruited for RNAi upon viral 
or other dsRNA induction. 

Some of the miRNAs, like lin-4 and let- 
7, are temporally regulated. A number of 
the Drosophila and C. elegans miRNAs are 
only expressed in germ line or early em- 
bryos. hotbeds of translational control. In 
addition, the analysis of miRNA expression 
in cell lines and tissues suggests cell type- 
specific expression (1, 3). The regulated ex- 
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