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Earth's Core and the Ceodynamo 

Bruce A. Buffett 

Earth's magnetic field is generated by fluid motion in the liquid iron core. 
Details of how this occurs are now emerging from numerical simulations 
that achieve a self-sustaining magnetic field. Early results predict a dom- 
inant dipole field outside the core, and some models even reproduce 
magnetic reversals. The simulations also show how different patterns of 
flow can produce similar external fields. Efforts to distinguish between the 
various possibilities appeal to observations of the time-dependent behav- 
ior of the field. Important constraints will come from geological records of 
the magnetic field in the past. 

Earth evolved into a layered body early in its 
history. Molten metal (mainly iron) descend- 
ed to form the present-day core, while sili- 
cates and oxides were confined to a thick 
shell called the mantle. The innermost part of 
the core is now solid, whereas the outer por- 
tion is liquid (Fig. 1). The viscosity of the 
liquid outer core is comparable to that of 
water ( I ) ,which permits vigorous convection 
as the core cools. Fluid velocities on the order 
of 10 km per year, (2) are sufficiently rapid 
to sustain Earth's magnetic field through a 
mechanism known as the geodynamo. 
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Planetary rotation promotes the types of 
flows that are needed to generate the magnet- 
ic field. However, the resulting magnetic 
field exerts a strong feedback on convection, 
which complicates quantitative predictions of 
the field generation. An important advance in 
recent years is the development of numerical 
simulations that achieve self-sustaining dyna- 
mo action (3-5). Computational limitations 
prevent these simulations from reaching 
Earth-like conditions, but the models ob-
tained so far have external magnetic fields 
that are similar to Earth's field (Fig. 2). 

The operation of the geodynamo depends 
on the internal evolution of the planet because 
convection in the core is linked to the rate of 
cooling. The transport of heat through the man- 

tle is crucial for powering the geodynamo, and 
even the existence of plate tectonics at the 
surface is an important factor. Interactions be- 
tween the core and the mantle are expected, 
though it is unclear how these interactions are 
expressed in the magnetic field. Persistence of 
the magnetic field over most of Earth's history 
implies continual cooling and convection in the 
core. By contrast, the absence of magnetic 
fields in our nearest planetary neighbors (6 )  
indicates that other thermal histories are possi- 
ble. As we gain a better understanding of the 
geodynamo and the dynamics of the core, new 
perspectives about the processes that drive the 
internal evolution of Earth are expected to 
emerge (7). 

Origin and Evolution of the Core 
The initial supply of energy for the geodynamo 
is established by the state of the core at the time 
of its formation (8).Subsequent cooling deliv- 
ers this energy to the geodynamo over geolog- 
ical time. Although a detailed reconstruction of 
the formation and evolution of the core is not 
possible, we can identify some of the processes 
that must have occurred. It is generally believed 
that the core began forming soon after Earth 
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started to accrete from the solar nebula (9). The 
heat produced by impacts during accretion was 
probably. sufficient to cause large-scale, and 
possibly complete, melting of the planet (10). 
Molten metallic iron would have separated 
from the surrounding mixture of silicates and 
oxides to form a dense liquid that sank to the 
center. 

Separation of Earth into a liquid iron 
core and crystalline mantle represents global 
change on a colossal scale. The descent of 
liquid iron into the center of Earth released 
enough gravitational energy to warm the 
planet by several thousand degrees (1 1). Met- 
als such as Ni and Co were preferentially 
extracted from the starting matrix of material 
and were transported with the liquid iron into 
the core (12).  Heavy heat-producing ele- 
ments, such as U and Th, were probably left 
behind in the mantle. Questions about heat- 
producing isotopes in the core usually focus 
on the fate of K. Experiments at moderate 
pressure suggest that the solubility of K in 
liquid iron is too low to deliver a significant 
amount of the radioactive isotope 40K to the 

core (13). However, theoretical calculations 
(14)  suggest that K behaves like a transition 
metal at high pressure and may become much 
more soluble in iron at depth. Unfortunately, 
the partitioning of K into liquid iron depends 
on a number of other factors (15). Current 
uncertainties prevent a definitive assessment 
of the radioactive heat sources in the core. 

Few observations are available to constrain 
the composition of the core. Seismology pro- 
vides anistimate of the radial density profile in 
the liquid core (16),  which is typically 10% 
lower than the density of pure iron (1 7). Light 
alloying elements are required to explain the 
density deficit, but the identity of the major 
light element(s) is presently unknown. Argu- 
ments for and against commonly cited ele- 
ments, including H, C, 0, S, and Si, depend 
on local thermodynamic conditions where 
iron melts or subsequently equilibrates with 
the silicate mantle (18) .  The observed pro- 
files of density and bulk modulus make few 
distinctions between the proposed light ele- 
ments (19). 

Estimates of density in the solid inner core 

Fig. 1. Schematic view of Earth's 
primary layered structure. The iron 
core is divided into a solid inner core 
and a fluid outer core. The overlying 
mantle is composed of silicates and 
oxides. Cooling of the core causes 
growth of the inner core by solidifi- 
cation. The current rate of growth is 
about 1 mm per year. Fractionation 
of light alloying elements into the 
fluid outer core provides an impor- 
tant source of buoyancy for driving 
convection. 

fluid outer core 

core 

are consistent with pure iron, though small 
amounts of light elements may be present 
(20). This conclusion is supported by recent 
theoretical calculations of the density of solid 
iron at high pressure and temperature (21). 
The predicted density is about 2 to 3% greater 
than the seismic estimates, suggesting that 
light elements are present at low concentra- 
tions compared with the liquid core (22, 23). 
Theoretical estimates of the liquid properties 
of iron at high pressure and temperature (23) 
indicate that about 30% of the density change 
at the inner-core boundary is attributed to the 
volume change on solidification. The remain- 
der is probably due to a change in the con- 
centration of light elements across the inner- 
core boundary. 

The exclusion of light elements from the 
inner core provides an important source of 
buoyancy for convection (24) .  Light ele- 
ments rise into the fluid outer core, while 
denser elements solidify into the inner core. 
Thermal buoyancy may also be important, 
but the role of thermal convection in the core 
is complicated by the influence of the mantle 
(25, 26) .  The more massive and relatively 
sluggish mantle controls the cooling of the 
core by regulating the heat flow across the 
core-mantle boundary. Restrictions on the rate 
of cooling are important because of the high 
thermal conductivity of liquid iron. The heat 
carried by conduction along the average tem- 
perature gradient through the core can be 
comparable to the total heat flow into the 
base of the mantle. Because the conducted 
heat flow does not contribute to convection, 
it is only the excess heat flow that is impor- 
tant from the point of view of magnetic-field 

Fig. 2. Three-dimensional 
structure of the magnetic 
field at one time-step 
from the Glatzmaier-Rob- 
ert geodynamo model (3). 
The field has a complicat- 
ed form inside the core 
but exhibits a nearly di- 
pole structure outside the 
core. Yellow and blue are 
used to distinguish the 
field lines that are direct- 
ed into and out of the 
core, respectively. A dom- 
inant feature in the inte- 
rior is defined by the field 
lines that are wrapped by 
flow to form a cylinder. 
This structure coincides 
with the surface of the 
tangent cylinder. 

generation. Uncertainties in the value of the 
heat flow at the base of the mantle permit 
a wide range of possibilities for the strength 
of thermal convection. Some estimates even 
sugest that the conducted heat flow exceeds 
the heat flow into the base of the mantle 
(27) .  Under these circumstances, heat must 
be convectively mixed down into the core 
by compositional convection, diverting pow- 
er from the geodynamo (28); otherwise, a 
warm layer will develop at the top of the 
core (29).  

Convection in the core operates as a 
giant heat engine. Heat is drawn from the 
core by the mantle and work is done to 
maintain the magnetic field. The sources of 
thermal and compositional buoyancy are 
connected by the thermal evolution of the 
core. Cooling the core causes solidification 

1 
of the liquid iron and, hence, growth of the 
inner core. The fractionation of light ele- 
ments into the outer core lowers the grav- 
itational energy. Most of this rearrange- 
ment occurs by convection, so the release 
of gravitational energy is available to pow- 
er the geodynamo (30).  Latent heat release 
and cooling can also power the geodynamo, 
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but only if the total heat flow exceeds the 
heat conducted across the core. 

In the spirit of the heat engine analogy, 
it is possible to define Carnot efficiencies 
that describe the importance of thermal and 
compositional convection in the geody- 
namo problem (31). The estimates are sub- 
ject to large uncertainties, but composition- 
al convection probably contributes about 
80% of the power to the geodynamo and 
thermal convection about 20%. At earlier 
times, compositional convection should 
have been weaker because the inner core 
was smaller. Before the formation of the 
inner core, convection would have been 
driven entirely by thermal convection. 
Plausible thermal histories indicate that the 
inner core formed about 2 billion years ago 
(Ga) (26, 29, 32). If this is true, then the 
operation of the geodynamo before this 
time would depend on the viability of ther- 
mal convection. Evidence that the magnetic 
field was present 3.5 Ga (33) suggests that 
cooling was rapid enough to sustain vigor- 
ous thermal convection (32). 

Generation of the Magnetic Field 
Persistence of the magnetic field over geologi- 
cal time requires continual regeneration be- 
cause ohmic losses can dissipate the field in 
about lo4 years (34). Convective velocities in 
Earth's core are thought to be sufficient to 
overcome these ohmic losses. Plane- rota- 
tion causes spiraling convective flows that align 
with the rotation axis (35). The magnetic field is 
amplified by these helical motions through a 
mechanism known as the a effect (Fig. 3). 
Zonal flows may also be present, which pro- 
duce large rates of shear across the outer core 
and provide another mechanism for generating 
the magnetic field; this mechanism is often 
called the o effect. Different styles of dynamo 
action can be characterized on the basis of the 
relative importance of the a and o effects (36). 
The so-called ao dynamo relies on a combina- 
tion of helical and zonal flows. whereas the a2 

curl of the geostrophic force balance yields 
the Taylor-Proudman condition, (&V)v = 0, 
which means that motion does not vary in the 
direction of the rotation axis. In a contained 
fluid like the core, this implies that the com- 
ponent of velocity along the rotation axis 
vanishes. The fluid is constrained to circulate 
around the core along streamlines that coin- 
cide with lines of latitude. 

Convection entails departures from a 
purely geostrophic force balance. In addition 
to buoyancy forces, convection in a rapidly 
rotating fluid requires viscous and/or magnet- 
ic (Lorentz) forces in the force balance (39). 
Because of the low viscosity of liquid iron, 
viscous forces are not important unless the 
length scale of the flow is less than lo2 m 
(40). Alternatively, Lorentz forces become 
important when the magnetic field exceeds 

T (41). These two possibilities result in 
very different styles of convection. Dynamos 
that sustain a magnetic field less than T 
are associated with small-scale convection 
and are known as weak-field dynamos. How- 
ever, once the magnetic field exceeds lop3 T, 

Lorentz forces play a leading role and con- 
vection becomes large-scale (e.g., compara- 
ble to the radius of the core). These dynamos 
are called strong-field dynamos. Because 
weak-field dynamos are expected to be un- 
stable as the vigor of convection increases 
(36), the geodynamo probably operates in the 
strong-field regime. A recent convection cal- 
culation with an imposed magnetic field (42) 
shows that strong-field solutions can also be 
unstable to changes in the configuration of 
the imposed field. If these conditions are 
applicable to Earth, the calculations suggest 
that the geodynamo may revert to a weak- 
field state, at least temporarily. Observations 
of disruptions in the field every 30,000 to 
100,000 years have been attributed to this 
temporary transition (43). 

Perhaps the most important advance in the 
past few years is the development of numer- 
ical simulations that achieve self-sustaining 
dynamo action (3-5). No prior form is im- 
posed on either the magnetic or velocity 
fields. Instead, both fields are free to evolve 
in response to the flow of heat and/or light 

dynamo relies entirely on the helical flows. 
Both ao and a2 dynamos have been produced 
in recent numerical simulations. 

The columnar pattern of convection can 
be understood as a consequence of the well- 
known Taylor-Proudman condition, which 
applies to rapidly rotating fluids (37). The 
fluid velocity v in a frame rotating with an- 
gular velocity fk is governed approximately 
by a balance between the Coriolis force and 
the pressure gradient 

2pfkxv = - V P  

where P is the fluid pressure, p is the density, 
and V is the usual gradient operator. [Hori- 
zontal flow in the atmosphere is governed by 
the same equation to a first approximation 
(38). Such fluid motion is known as geostro- 
phic flow.] In a constant density fluid, the +Ir 

Fig. 3. Schematic illustration of the a 
effect from the study of Olson, Chris- 
tensen, and Clatzmaier [in (S), copy- 
right by the American Geophysical 
Union]. Helical flows are organized into 
columns that extend across the core in 
the direction of the rotation axis. Ar- 
rows indicate the direction of flow. An 
initially zonal magnetic field (left) is 
represented by two thick lines on either 
side of the equator (dashed line). The 
helical flow distorts the initial field con- 
figuration to  produce loops of field that 
are perpendicular to  the initial field 
(right). An analogous mechanism oper- 
ates on an initially vertical magnetic 
field. 

Fig. 4. Comparison of (top) the radial 
magnetic field predicted by the Kuang- 
Bloxham dynamo model (4) at the core- 
mantle boundary and (bottom) the ob- 
served radial magnetic field (continued 
to  the core-mantle boundary, assuming 
that the mantle is an electrical insula- 
tor). Both the predicted and observed 
fields have a dominant dipole compo- 
nent, but nondipole features are also 
evident. In the observed field, strong 
patches are evident below Siberia and 
south of Australia. Somewhat weaker 
field is observed directly below the po- 
lar regions. 
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elements at the boundaries. Interactions be- 
tween convection and magnetic field genera- 
tion strongly influence the time-averaged 
form of the resulting magnetic and velocity 
fields and may permit multiple solutions to 
exist. Computational limitations currently 
prevent these calculations from reaching 
Earth-like physical conditions, but the mod- 
els still produce external fields with a domi- 
nant dipole component (Fig. 4). 

Some of the computational difficulties 
that are encountered in the numerical simu- 
lations arise in trying to account for inertial 
and viscous forces, which are small com-
pared with leading-order terms like the Co- 
riolis force. The ratio of the viscous force to 
the Coriolis force defines the Ekman number, 
E, which is nominally 10-15. Turbulence in 
the core increases the effective viscosity, but 
physical considerations (44) suggest that E 
remains small (e.g., E ;= lop9). The ratio of 
the Rossby number (Ro) of the inertial force 
(in the rotating frame) to the Coriolis force is 
lo-' for fluid velocities on the order of 10 
km yearp'. Attempts to neglect the inertial 
and viscous effects have not been successful 
( 4 3 ,  but it is not computationally feasible to 
retain these terms with Earth-like values. Dif- 
ferent strategies have been adopted in the 
recent numerical simulations to approximate 
the conditions in the Earth. 

The approach used by Glatzmaier and 
Roberts (3) is to make the effects of viscosity 
and inertia as small as possible. Their initial 
calculations produced strong-field dynamos 
using Ro = 0 and E = 2 X whereas 
subsequent calculations (46) restored the axi- 
symmetric part of the inertial force. Fluid 
motion in their calculations is largely con-
fined to a cylinder that encloses the inner core 
(e.g., the tangent cylinder). Dynamo action 
occurs inside the tangent cylinder through a 
combination of zonal and helical flows. Up- 
welling along the rotation axis causes diver- 
gence of flow at the core-mantle boundary 
and a westward circulation by conservation 
of angular momentum. At the inner-core 
boundary, a convergent flow produces an 
eastward circulation, which is coupled to the 
inner core by magnetic stresses. Because the 
inner core is free to rotate, the overriding 
flow sweeps the inner core in an eastward 
direction (47). The predicted rate of rotation 
varied in these calculations, but the average 
value was about 2" per year (48). More recent 
calculations using a higher spatial resolution 
and no hyperviscosity predict a rotation rate 
of 0.17" per year (49). 

An alternative strategy is adopted in the 
model of Kuang and Bloxham (4). They re- 
duced the influences of viscous forces at the 
boundaries by using stress-free boundary 
conditions, rather than the more commonly 
used no-slip conditions. Viscous forces are 
retained in the interior of the core, and the 

axisymmetric part of the inertial force is also 
included. Some features of their strong-field 
solutions using Ro = E = 2 X l o p 5  are 
similar to those of Glatzmaier and Roberts. 
Both solutions produce a dominant dipole 
field at the core-mantle boundary, and the 
generation mechanisms both rely on a com- 
bination of helical and zonal flows (e.g., ao 
dynamos). However, the most vigorous dy- 
namo action in the Kuang-Bloxham dynamo 
occurs outside the tangent cylinder, which is 
opposite to the predictions of the Glatzmaier- 
Roberts dynamo. Part of the difference is 
attributed to the choice of stress-free versus 
no-slip conditions, which indicates that vis- 
cous forces at the boundaries of the core play 
an important role in the numerical simula- 
tions, even when E is lop5. 

Some ambiguity arises in the interpreta- 
tion of E in these simulations because of the 
nonstandard treatment of the viscous force. In 
order to construct a stable numerical scheme, 
the viscous force is replaced by one that 
enhances the damping of flow as the length 
scale decreases. Although turbulent diffusivi- 
ties are commonly used in numerical models, 
there is little physical basis for making the 
effective diffusivity dependent on the length 
scale of the flow. Concerns about the influ- 
ence of this form of diffusion on numerical 
simulations (50) have motivated new studies 
that use constant turbulent diffusivities. So- 
lutions with constant diffusivity have been 
obtained where E ranges from lop3 to lop4 
(5). 

All of these recent simulations predict 
columnar convection outside the tangent 
cylinder. The magnetic fields are generated 
primarily by helical flows with relatively 
little contribution from zonal flows (e.g., 
a2 dynamos). The resulting field at the 
core-mantle boundary has a dominant di- 
pole component (51), but it also exhibits 
nondipole features that are similar to those 
observed in Earth's field (Fig. 4). In par- 
ticular, patches of strong field are predicted 
at high latitudes, where convergent motions 
sweep the field into regions of down-
welling. Indeed, the superposition of these 
patches is responsible for the dipole com- 
ponent in the simulations. These calcula- 
tions also predict a weak field in the polar 
regions due to divergence of flow, support- 
ing earlier speculations about the origin of 
this feature in Earth's field (52). Although 
these simulations are still far from Earth- 
like conditions, the predictions show en-
couraging similarities with the present-day 
structure of Earth's field. 

A complementary source of information 
comes from observations of the long-term 
behavior of the magnetic field. The direc- 
tion and intensity of the magnetic field in 
the past can be inferred from the magneti- 
zation acquired by rocks at the time of their 

formation. Changes in this fossil magnetism 
over time reveal that the magnetic field has 
reversed polarity at irregular intervals in 
the past (53). Estimates have also been 
obtained for the variability in the apparent 
direction of the dipole field during periods 
of stable polarity. Evidence of long-period 
trends in these data has often been inter- 
preted as indications of an external influ- 
ence of the mantle on the core (54). Geo- 
dynamo models now offer a more quanti- 
tative means of testing these speculations. 

External Influences on the Geodynamo 
Processes associated with the geodynamo oc- 
cur on time scales that are relatively short in 
geological terms. Magnetic waves are expect- 
ed to have periods of 10 to 10' years (55), 
whereas convection carries fluid through the 
core in about lo3 years. Ohmic losses can 
dissipate the magnetic in lo4 years, and mag- 
netic reversals occur with an average recur- 
rence interval of about lo5 years during the 
recent geological past (53). Evidence of 
much slower processes in the core is usually 
attributed to an external influence from the 
mantle. One example is the gradual change in 
the average reversal frequency over periods 
of lo8 years, which is much more character- 
istic of time scales for convection in the 
mantle (54). Another example involves the 
nondipole features in the magnetic field that 
have persisted for millions of years at the 
same location relative to the mantle (56). 
These features suggest that the generation of 
magnetic field is tied in some way to lateral 
heterogeneity at the base of the mantle. How- 
ever, it is not clear how the mantle exerts its 
influence on the core. 

Various sources of interaction can arise 
from lateral heterogeneity in the lowermost 
mantle (57) .  Thermal interactions are one 
possibility that may result from convection in 
the mantle (54, 58). Temperature anomalies 
of a few hundred degrees near the base of the 
mantle should cause large variations in heat 
flow across the surface of the core-mantle 
boundary. Fluid motion induced at the top of 
the core interferes with the deeper convective 
circulation. Some numerical calculations in- 
dicate that the pattern of convection in the 
core becomes locked to the imposed pattern 
of heat flow (59), whereas other calculations 
predict greater variability in the pattern of 
flow (60). Laboratory experiments offer fur- 
ther evidence of complexity (61). 

Geodynamo simulations have only recently 
explored the consequences of variations in heat 
flow at the core-mantle boundary. Simulations 
using the Glatzmaier-Roberts dynamo show that 
changes in the pattern of heat flow at the core- 
mantle boundary can alter the frequency of re- 
versals, depending on the imposed pattern of 
heterogeneity (62). These simulations also show 
that heat-flow conditions influence the temporal 
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variability of the field during intervals of stable 
polarity. Simulations using the Kuang-Bloxham 
dynamo model fmd that better agreement be- 
tween the predicted and observed variability is 
achieved when lateral variations in heat flow are 
included in the model (63).Particular choices of 
heat-flow conditions also appear to enhance 
nondipole features in the field (64). 

Other interactions can arise from variations 
in electrical conductivity at the base of the 
mantle (65). Electric currents from the core 
flow along conductive pathways through the 
mantle. Magnetic induction associated with this 
electric current can contribute to the external 
magnetic field (66). Calculations suggest that 
the induced field may be large enough to ac- 
count for the stationary features in the field 
(67).Variations in electrical conductivity may 
also contribute to the exchange of angular mo- 
mentum between the core and the mantle (68), 
whlch would have observable consequences for 
Earth's rotation. Regions of anomalous electri- 
cal conductivity may correlate with anomalous 
thermal conductivity, thereby altering heat flow 
from the core (69). 

Still other types of interaction can result 
from gravitational attraction between mass, 
which is distributed heterogeneously through 
the core and the mantle (70). Topographic 
variations in the core-mantle boundary can 
deflect flow at the top of the core and disturb 
the magnetic field in the interior (71). The 
importance of these potential interactions is 
not yet understood. 

Surprises in the Inner Core 
Growing evidence of elastic anisotropy in the 
inner core continues to yield surprises. Elastic 
anisotopy was first proposed 15 years ago, 
when it appeared that seismic waves traveled 
several percent faster along polar paths through 
the inner core than along equatorial paths (72). 
The picture has become increasingly complicat- 
ed as more observations have been collected 
(73). There is evidence of three-dimensional 
variations in the anisotropy at scales ranging 
from lo3 m to lo6 m (74). There are also 
indications that the anisotropy is weak or absent 
in the outermost few hundred kilometers of the 
inner core (75). 

Appreciable anisotropy in the inner core is 
difficult to explain. First, a high degree of crys- 
tal alignment in the inner core is required to 
explain the seismic observations. Alignments of 
30 to 100% of the crystals have been suggested 
on the basis of predicted elastic properties of 
iron at high pressure (23, 76). Alternative ex- 
planations that involve melt-filled inclusions 
(77)appear to have similar difficulties because 
viscous compaction should gradually close the 
inclusions and expel the fluid (78). Second, 
there is no clear understanding of how a pref- 
erential alignment develops. Although a num- 
ber of mechanisms have been proposed (79), 
none of these are entirely satisfactory (80).Ef-

forts to find more viable explanations continue 
in the hope that a better understanding of the 
elastic anisotropy will offer new clues about the 
evolution of the core. 

Several recent studies have used the exis- 
tence of longitudinal variations in elastic an- 
isotropy to infer that the inner core rotates 
faster than the mantle. The detection of this 
relative rotation is based on systematic 
changes in the travel time of seismic waves 
over the past 30 years. The measured changes 
in travel time are related to a rate of inner- 
core rotation by assuming a model for lateral 
variations in elastic properties in the inner 
core. Two initial studies (81) obtained rota- 
tion rates of l o  to 3" per year with a cylin- 
drical model of elastic anisotropy with a sym- 
metry axis inclined to the rotation axis (82). 
Lower rates of 0.2" to 0.3' per year were 
reported in a subsequent study (83) that used 
similar data but adopted a regional elastic 
model with steeper gradients in anisotropy. 

More recent studies using different travel- 
time measurements (84)or normal-mode ob- 
servations (85) find no evidence of relative 
rotation with an uncertainty as low as 20.2" 
per year. It is possible that gravitational in- 
teractions between the inner core and the 
mantle prevent relative rotation (86). It is 
also possible that relative rotation occurs at a 
rate that is below current detection. High- 
quality seismic data continue to accumulate, 
though bounds on the allowable rotation rate 
will not change greatly in the next few years. 
More progress can be made in the short term 
by analyzing older records of earthquakes in 
the hope of extending the observational evi- 
dence back to the 1950s or earlier (87). 

Future Prospects 
Continuing advances in computing capabilities 
will inevitably improve models of the geody- 
namo. Greater spatial resolution and longer in- 
tegrations will reduce some of the difficulties 
that are presently encountered. However, future 
progress will not rely solely on incremental 
advances in computing capabilities. A better 
understanding of turbulence in the core and its 
influence on the resolvable part of the flow will 
be essential for improving the reliability of 
geodynamo simulations. Present schemes that 
account for turbulence with isotropic difFusivi- 
ties may not be adequate because the effect of 
rotation and magnetic field can make turbu- 
lence strongly anisotropic (44). A potentially 
more serious limitation is that turbulent difFu- 
sivities only account for the transfer of energy 
from large scales to small scales. More effort 
will be required to reliably describe the turbu- 
lent interactions that transfer magnetic energy 
back to the large scales. 

Demands for more realistic simulations will 
be dnven by the desire to compare theoretical 
predictions with observations. Existing simula- 
tions offer tantalizing clues about the origin of 

magnetic field, but these insights are qualified 
by questions about the approximations used in 
the geodynamo models. Innovative compari- 
sons between observations and geodynamo pre- 
dictions will be critical for guiding future im- 
provements, principally by identifying short- 
comings in the predictions. 

Geodynamo models will continue to open 
new opportunities for studying interactions 
between the core and the rest of Earth. Ther- 
mal interactions with the mantle may prove to 
be the most important. Estimates of the heat 
flow across the core-mantle boundary influ- 
ence the vigor of thermal convection in the 
core and control the growth rate of the inner 
core. These influences should be reflected in 
the magnetic field. A better understanding of 
these influences will allow their signature in 
paleomagnetic observations to be interpreted. 
Even the sustained operation of the geody- 
namo over geological time is an important 
distinction between the internal evolution of 
Earth and that of Venus or Mars. 
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