
tured diamond emitter will most likely be 
used in the form of a thin coating. which can 
easily be applied to a large substrate by sim- 
ple spray or printing techniques. The low 
threshold fields of 3 to 5 V/pm also imply 
that a gate voltage of 10 to 20 V, convenient- 
ly available from off-the-shelf complementa- 
ry metal-oxide semiconductor drivers, will be 
adequate to control and address the display 
pixels. 

Further. on the diamond cathode sur- 
face? a gate structure can be constructed by 
employing a simple "particle-mask" ap- 
proach without using lithography. Such a 
robust, lithography-free (and therefore in- 
expensive) gate structure can have impor- 
tant technological impact. A layer of dia- 
mond particulates is first deposited on a 
substrate and activated by hydrogen plasma 
treatment (Fig. 4A). Fine and loose mask 
particles are then sprayed randomly over 
the cathode surface. A dielectric thin film is 
then deposited, followed by the deposition 
of the gate metal film. The mask particles 
shadow the areas directly underneath so 
that no dielectric or gate material is depos- 
ited on the cathode surface. The mask par- 
ticles are then either brushed or blown 
away to reveal the gate apertures. As an 
example. we mixed fine aluminum particles 
with acetone and spray-coated them on a 
glass substrate. A layer of copper, about 1 
p m  thick. was then evaporated on the sub- 
strate. After gently brushing off the mask 
particles, apertures of about 2 to 4 p m  in 
diameter are left in the copper film (Fig. 
4B). The size, density, and distribution of 
the apertures can be controlled by selecting 
proper mask particles and processing 
schemes. 
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Coherent Optical Control of the 
Quantum State of a Single 

Quantum Dot 
N. H. Bonadeo, J. Erland, D. Gammon, D. Park, 

D. S. Katzer, D. G. Steel* 

Picosecond optical excitation was used to coherently control the excitation in 
a single quantum dot on a time scale that is short compared with the time scale 
for loss of quantum coherence. The excitonic wave function was manipulated 
by controlling the optical phase of the two-pulse sequence through timing and 
polarization. Wave function engineering techniques, developed in atomic and 
molecular systems, were used to monitor and control a nonstationary quantum 
mechanical state composed of a superposition of eigenstates. The results 
extend the concept of coherent control in semiconductors to the limit of a single 
quantum system in a zero-dimensional quantum dot. 

Semiconductor quantum dots (QDs) are 
nanoscopic quantum stiuctures (1 )  that allow 
electronic properties to be tailored through 
quantum confinement. Advances in optical 
spectroscopy techniques have revealed the 
distinctive features of these nanostmctures, 
including atomic-like spectra with discrete 
and extraordinarily sharp spectral lines (2-4). 
However, the similarities between atoms and 

QDs suggest the possibility of even greater 
opposhu~ities. More specifically, we can con- 
sider the possibility of using coherent optical 
interactions to coherently engineer the wave 
function. Such proposals have been envisioned 
for implementation of vai-io~~s schemes for 
quantum computation and coherent infom~ation 
processing and transfer in which it is important 
to address and coherently control individual 
quantum units (5). In addition. it might be 
possible to extend earlier demonstrations of 
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generation of nonclassical motional states in 
ions (lo), and localization of electronic 
wavepackets in atoms (11). More recent work 
has resulted in the full characterization of the 
amplitude and phase of an electronic wave 
function (12). These concepts have been ex- 
tended to control the state of excitation in 
semiconductors including control of pho- 
tocurrent direction (6) and charge oscillations 
leading to terahertz radiation (7) as indicated 
above, as well as electron-phonon scattering 
(13), cyclotron emission (14), and population 
and orientation of excitons (15). In contrast 
to the higher dimensional semiconductor sys- 
tems, QDs offer the possibility of coherent 
manipulation of a single localized quantum 
system in a way similar to that achieved in 
atoms but with the technological advantages 
of a solid-state system. The well-defined lo- 
calized states of this system make it possible 
to use the results of coherent control in semi- 
conductors to enable wave function engineer- 
ing of specific target states, a result of both 
fundamental and practical significance. 

Here, we apply the methodology devel- 
oped in atomic and molecular systems to 
extend the studies in higher dimensional 
semiconductor structures to the ultimate 
quantum limit of a single zero-dimensional 
QD. The results demonstrate coherent optical 
control of an exciton wave function and take 
the first step toward wave function engineer- 
ing in these systems. In particular, we coher- 
ently control the state of excitation in a QD, 

Fig. 1. (A) PL (a) and PLE (0) spectra of the IE,) 
state obtained with Y'-polarized continuous- 
wavelength excitation showing various discrete 
states and a continuum. Also shown is the laser 
spectrum of the pulse used for the time domain 
experiments and a diagram of QD axes. (B) A 
detailed plot of the fine-structure PLE spectrum 
of state IE,) showing the splitting of the X' 
(IE,,.))- and Y' (IE,,.))-polarized states. The 
curves are a Lorentzian fit to the data. (C) An 
energy diagram of the optical transitions in- 
volved in this experiment. The dashed lines 
represent polarized optical excitation and the 
solid lines represent decay b phonon 
(lEl)+IEo)) and photon (PL from k)+IGS)) 
em~ssion. 

measure the autocorrelation of the wave func- 
tion using wave packet interferometry, and 
manipulate the relative phases of the eigen- 
states in a quantum superposition of states to 
generate a simple target wave function. 

The QDs investigated in these experiments 
are naturally formed by width fluctuations in a 
4-nm quantum well layer of GaAs sandwiched 
between 25-nm AI,,G%.,As barriers. Previous 
measurements show that the QDs are shaped as 
elliptical disks oriented along the [I101 axes 
with a lateral size -10 times larger than the 
4-nm height (16). The lateral potential depth is 
-8 meV. An exciton in an isolated QD is 
probed by exciting through a 500-nm-diameter 
aperture in a 100-nm-thick A1 mask deposited 
directly on the sample surface. Photolumines- 
cence (PL) and photoluminescence excitation 
(PLE) spectra of these structures exhibit ex- 
tremely sharp resonances and atomic-like exci- 
tation spectra (1 7). Linear and coherent nonlin- 
ear spectroscopy performed in these single QDs 
(3, 18) show that the linewidths are homoge- 
neously broadened, with the linewidth primar- 
ily lifetime-limited. Polarization studies reveal 
that each resonance is composed of two opti- 
cally accessible states orthogonally polarized 
(X' and Y', parallel to the [I101 axes) where the 
degeneracy has been lifted by the QD elonga- 
tion (16, 19). As a consequence of a long 
spin-flip relaxation time observed in these dots, 
the PL emission remains highly polarized be- 
cause the exciton relaxes to the ground state of 
the crystal through photon emission before un- 
dergoing a spin flip (1 6). 

The PL and PLE spectra of the QD for 
these studies are shown in Fig. 1A (Y1- 
polarized, all data obtained at T = 6 K). We 
focus our transient studies on the strong 
absorption resonance (state IE,)). A de- 
tailed view of the fine structure of IE,) show- 
ing the X' (IElX,))- and Y' ([El ,.))-polarized 
states is presented in Fig. 1B. A Lorentzian fit 
to the homogeneous linewidth gives fcy - 17 
p,eV for both states (corresponding to a 

dephasing time, that is, time scale for loss of 
quantum coherence, of T, = y-' -39 ps) 
and an energy splitting El,. - El,. = fc8 - 
60 keV. The IE,) state (-2.6 meV below 
IE,)) is also a doublet, but is not spectrally 
resolved in these measurements. 

Coherent optical control and wavepacket 
interferometry were achieved by using a se- 
quence of two phase-locked laser pulses de- 
layed in time (2&23). The laser is tuned to the 
IE,) state and has a 5-ps pulsewidth. The laser 
bandwidth is broad compared with the PI) 
splitting but sufficiently narrow so as not to 
excite other states (Fig. 1A). The pulses create 
a population at state IE,) which, on the basis of 
earlier studies (3, 24), decays primarily by 
acoustic phonon emission to the state IE,). 
Hence, the state of excitation of IE,) can be 
monitored through the PL from the state IE,) 
according to the energy level diagram shown in 
Fig. lC. 

Phase-locking of the relative phase and 
control of the delay of the laser pulses is 
accomplished by sending a laser pulse 
through a subwavelength-stable Michelson 
interferometer with a coarse (7,) and fine 
delay adjustment (7,) provided by a mechan- 
ical and piezoelec&c translation stage, re- 
spectively (Fig. 2, top inset). The total delay 
is T = T, + T ~ .  A quarter wave plate sets the 
relative polarization of the pulses, and a po- 
larization rotator controls the relative polar- 
ization of the pulses with respect to the ei- 
genaxes of the sample, X' and Y'. The polar- 
ization of the PL is analyzed either along the 
Y' axis or at 45'. 

To understand the quantum mechanical ba- 
sis for coherent optical control and wavepacket 
interferometry, we consider the interaction of 
two optical pulses with the QD at time t = 0 
and t = T, respectively. In the low-excitation 
limit (only single-photon processes are consid- 
ered), the total excited state wave function is a 
coherent superposition of the excited state wave 
function created by both pulses: 

Fig. 2. The amplitude of the oscillation 
in PL as a function of delay (large filled A 
circles) when both pukes are copolar- 
ized along they' axis, thus exciting just z1.0 
the IE,,.) state. This measures the au- g 
tocorrelation function of the excited a 
state wave function. (Lower right in- 
set) An expanded view around T, = 40 .E 
ps (corresponding to the shadowed re- 5 gion) of the small filled circles showing - . 
the oscillation in PL as a function of 7,. 2 
The large filled circles in the main figure - 
are determined from a fit of the ampli- 5 
tude of the oscillation as a function of E 
7,. The amplitude of the oscillation '- 

shows an exponential decay over long O.O 

times. The autocorrelation function of 'F 
the pulse is also plotted for reference 
(open circles). (Top inset) Schematic of 
the experimental setup. (Lower left in- 

0 20 40 60 80 100 1 

set) Field polarization of the optical Delay time (ps) 

pukes relative to the crystal axes. 
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where I+(') (t)) is the excited state wave func- 
tion generated by the pulse i. Equation 1 
represents the sum of two quantum mechan- 
ical paths connecting the initial and final 
states. Quantum interference between these 
two paths is observed by measuring the ex- 
cited state population generated by the pulse 
pair as a function of the time delay between 
pulses. The population is proportional to 

As we change the delay between the pulses, 
the first two terms in this expression remain 
unchanged whereas the last term oscillates as 
the interference between the two quantum 
mechanical paths goes from constructive to 
destructive. This process is analogous to 
Young's double-slit experiment where inter- 
ference takes place because we are unable to 

Delay tlme (ps) 

Fig. 3. (A) The excited state autocorrelation 
function of the excited state wave function, as 
in Fig. 2 but for both pulses copolarized and 
rotated to equally excite both the IE,,.) and 
IE,,.) states. The temporal evolution shows os- 
cillations as the wave function oscillates be- 
tween the two orthogonal states. The long time 
scale oscillation period corresponds to the in- 
verse of the difference frequency between the 
two optical transitions. (B) The cross-correla- 
tion function between two excited state wave 
functions generated by orthogonally polarized 
optical pulses. The relative phase of the two 
superposition of states produced by each pulse 
differs by n. The top inset in each figure shows 
the calculated oscillations in the absence of 
dephasing. Lower insets show the field polar- 
ization of the optical pulses relative to the 
crystal axes. 

distinguish between different photon paths 
that lead to the detector. In our experiment, 
the quantum interference can be controlled by 
changing the delay and, as we see below, the 
polarization between the pulses. 

The last term in Eq. 2 is the cross-correla- 
tion function of the excited state wave function 
generated by the first and second pulses. A 
measurement of this function yields important 
information about the temporal evolution of the 
wave function and is the basis for wavepacket 
interferometry (12). A complete characteriza- 
tion (amplitude and phase) of the wave function 
generated by one pulse can be obtained if the 
wave function generated by the other pulse is 
known. In case both pulses are identical, Eq. 2 
becomes the autocorrelation function of the ex- 
cited state wave function and allows us to ex- 
tract the decoherence time of the system as well 
as the dynamics of the wave function's tempo- 
ral evolution. We present three experiments 
with increasing degrees of complexity in the 
final-state wave function. 

In the simplest experiment, both pulses 
[sl(t) and s2(t)] propagating in the z direc- 
tion) are copolarized along the Y' axis (Fig. 
2, lower left inset). The PL polarization is 
also analyzed along the Y' axis. The excited 
state wave function created by each pulse is 
~+(l)(t>) = 1+(2)(t)) = e - - ~ ~ r c  I r IEl Y )  Figure 
2 shows the amplitude of the resulting oscil- 
lation in the PL (large filled circles), that is, 
the quantum interferogram (20), as a function 
of the time delay between pulses as well as 
the autocorrelation function of the laser pulse 
(open circles). An expanded view of the os- 
cillation (small filled circles) at T, = 40 ps is 
shown in the lower right inset. The oscillation 
as a function of T corresponds to constructive 
and destructive interference between I+(')(t)) 
and 1+(2)(t - T)) of Eq. 2. The plot shows that 
even for pulse delays much longer than the 
pulse duration, a strong oscillation in the PL 
intensity persist. The absence of optical inter- 
ference at those time delays allows us to 
conclude that the oscillation in the PL inten- 
sity is purely quantum mechanical in nature. 
These oscillations are analogous to the Ram- 
sey interference fringes observed in atomic 
and molecular systems (20, 22, 25). 

The reduction in the amplitude of the oscil- 
lation for increasing pulse delay observed in 
Fig. 2 is a consequence of the dephasing pro- 
cesses caused by interactions such as elastic and 
inelastic scattering that perturb the wave func- 
tion of the system. A calculation with the den- 
sity matrix equations, which includes dephasing 
processes that lead to loss of the optically in- 
duced quantum coherence, shows that the time- 
integrated PL intensity, as a function of the 
delay between pulses is I(T) 0~ (lI2)[1 + cos 
(wly,~)exp(-T/T2)] where T2 is the dephasing 
rate. As seen in Fig. 2, the envelope of the data 
fits an exponential decay and leads to a direct 
measurement of T2 giving -40 ps, in excellent 

agreement with the value obtained from the 
PLE linewidth (7-I = 39 ps). Separate mea- 
surements show that the loss of coherence in 
this structure is likely due to acoustic phonon 
relaxation from PI )  to IE,) and radiative re- 
combination rather than elastic scattering (3, 
18). Loss of coherence limits the ability to 
coherently manipulate the wave function for 
time scales >T,. 

In the secoid experiment we rotate the 
polarization of the copolarized pulse se- 
quence with respect to the sample's ei- 
genaxes (Fig. 3A, lower inset), and generate a 
nonstationary (time-dependent) wave func- 
tion composed of a superposition of states 
IE,,.) and IE,,). The polarization of the puls- 
es is adjusted to compensate for the differ- 
ence in the oscillator strength of the X' and 
Y' transition to equally excite both states. The 
PL is detected near 45" relative to the Y' axis to 
ensure that the emission is proportional to the 
total population and not just the population in 
one eigenstate. The wave function generated by 
each pulse is now I+(')(t)) = I+(')(t)) = 
e-f-~rrc IE ) + e - i - ~ ~ r c  

IX' IX' ,,IE1 ,.) where the 
coefficients clx, and c, ,, are similar in rnagni- 
tude and are defined to be real. The dynamics of 
the nonstationary state of the excited state 
wave function are seen in the quantum 
interferogram as a slow oscillation super- 
imposed on the rapid oscillation shown in 
the lower right inset of Fig. 2. More spe- 
cifically, the autocorrelation function of the 
excited state wave function (Eq. 2), shows 
how it oscillates between two orthogonal 
states, IE,,.) + IE,..) and IE,,.) - IE,,.) as 
the envelope function goes from a maxi- 
mum to a minimum as a function of time. 
The slow oscillation period, To,, = 69 ps, is 
in excellent agreement with the fine struc- 
ture splitting To,, = '"/, (Fig. 1B). As in 
Fig. 2, the exponential decay of the enve- 
lope is due to the loss of coherence. 

In the third experiment we control the 
relative quantum phase of the superposition 
of states to demonstrate the feasibility of 
producing a general target wave function (in 
more complex experiments, more than two 
eigenstates and their relative phases would be 
involved in determining a target wave func- 
tion). To accomplish this, we rotate the po- 
larization of the second pulse by "1, and 
generate a wave function where the relative 
quantum phase is shifted by a relative to 
that created by the first pulse. Following Eq. 
1, the first pulse leads to I+c1)(t)) = 
C ( ~ )  lx,e -iqx,r IE .) + e-'"""c(,?.lE, ,.) whereas 

1X 

the second pulse leads to 1+(2)(t)) = 
c(2),e-i-~~.t Ix IE,,.) + e-i"l~"~i?2?.1El ,.)ei". The 
quantum interferogram shown in Fig. 3B 
now reports on the cross-correlation func- 
tion of the two wave functions as described 
by Eq. 2. The plot shows a minimum at t = 
0 and a maximum at t = opposite to 
that observed in the autocorrelation, as ex- 
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pected (that is, a out of phase). This dif- 
ference becomes even more apparent when 
we compare the top insets in Fig. 3, A and 
B, which represent the calculated interfero- 
gram amplitudes in the absence of dephas- 
ing for the parameters obtained from fitting 
the data points (26). 

The excited state coherence of the artifi- 
cial "atom" studied here has a decoherence 
time of 40 ps, which is short compared with 
atomic coherence times, thus limiting the use 
of these particular QDs for quantum logic. 
However, very long electronic spin coher- 
ence in semiconductors has recently been 
measured (27). Furthermore, QD structures 
with stronger confinement are expected to 
have reduced coupling to phonons (28) and 
reduced spontaneous radiative emission (29), 
and may well have much longer intrinsic 
coherence times. In addition, doping of dots 
may result in isolated impurity states with 
long coherence times associated with more 
complex states of excitation such as demon- 
strated in atomic systems (30). Such progress 
should allow the use of more complicated 
sequences of control pulses during the coher- 
ence time, such as those necessary for per- 
forming quantum logic (5) or other coherent- 
ly controlled processes. 

The measurements show that we have 
successfilly demonstrated coherent optical 
control of the quantum state of a single dot 
and thus have taken this technique to the 
ultimate quantum limit. We show that we can 
extend such an experiment to include more 
than one excited state and monitor the wave 
function as it oscillates between two orthog- 
onal states by measuring the autocorrelation 
function. Finally, we show the feasibility of 
generating a target wave function by demon- 
strating control over the quantum mechanical 
phase of the superposition of states. This 
work establishes the basic tools for develop- 
ing more sophisticated control and for creat- 
ing a more complex wave function such as 
achieved in atomic systems. 
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Photonic Band Gap Guidance in 
Optical Fibers 

J. C. Knight, J. Broeng,* T. A. Birks, P. St. J. Russell 

A fundamentally different type of optical waveguide structure is demonstrated, 
in which light is confined to  the vicinity of a low-index region by a two- 
dimensional photonic band gap crystal. The waveguide consists of an extra air 
hole in an otherwise regular honeycomb pattern of holes running down the 
length of a fine silica glass fiber. Optical fibers based on this waveguide mech- 
anism support guided modes with extraordinary properties. 

Photonic band gap (F'BG) structures offer the 
opportunity to design new optical p r o m e s  
into existing materials by wavelength-scale pe- 
riodic microstructuring of the material mor- 
phology ( I ) .  In three-dimensionally periodic 
PBG materials, waves of certain frequencies 
cannot enter into or propagate through the ma- 
terial (1). In two-dimensionally periodic mate- 
rials, there can be ranges of the propagation 
constant normal to the periodic plane (P) where 
propagation is forbidden (2, 3). One potential 
application of such materials is a type of optical 
waveguide where light is confined by surround- 
ing it with a band gap material (4). Two-dirnen- 
sionally periodic structures in the form of long, 
fine silica fibers that have a regular array of tiny 
air holes running down their length (3, 5-8) 
constitute artificial two-dimensional "crystals" 
with lattice constants on the order of microme- 
ters. We previously demonstrated an optical 
fiber waveguide based on total internal reflec- 
tion h m  this periodic material--a waveguid- 
ing mechanism very similar to that in conven- 
tional optical fibers (albeit with some remark- 

able features) (5-8). We now report the real- 
ization and demonstration of a far more radical 
optical fiber design, based on light confinement 
by the PBG effect. 
Our fabrication process is related to that 

reported by Tonucci et al. (9) and involves 
stacking a few hundred solid silica rods and 
silica capillary tubes by hand in a hexagonal 
arrangement to form a fiber preform, which is 
then drawn down at a temperature of around 
2000°C to a fiber with a diameter of about 40 
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