“New View” of Protein Folding Reconciled with
the Old Through Multiple Unfolding Simulations

Themis Lazaridis and Martin Karplus*

Twenty-four molecular dynamics trajectories of chymotrypsin inhibitor 2 provide a direct
demonstration of the diversity of unfolding pathways. Comparison with experiments
suggests that the transition state region for folding and unfolding occurs early with only
25 percent of the native contacts and that the root-mean-square deviations between
contributing structures can be as large as 15 angstroms. Nevertheless, a statistically
preferred unfolding pathway emerges from the simulations; disruption of tertiary inter-
actions between the helix and a two-stranded portion of the B sheet is the primary
unfolding event. The results suggest a synthesis of the “new” and the classical view of
protein folding with a preferred pathway on a funnel-like average energy surface.

A “new view” of protein folding (1) that
postulates many ways of reaching the native
state is replacing the specific pathway con-
cept attributed to Levinthal (2). In the new
view, a general bias of the energy surface
toward the native state reduces the search
problem so that folding can occur on the
experimental time scale without invoking
specific pathways. This view is based on
statistical mechanical models (3=5) and lat-
tice simulations (5-8), but there is little
direct experimental evidence for its validi-
ty. In this report we present results obtained
from 24 unfolding trajectories of chymo-
trypsin inhibitor 2 (CI2) (Fig. 1). CI2 is of
particular interest for such simulations be-
cause it is a small fast-folding protein, it has
been studied experimentally by protein en-
gineering methods, and it exhibits two-state
behavior with the same transition state for
folding and unfolding (9, 10). Molecular
dynamics simulations were performed with
the CHARMM program (11), a polar hy-
drogen model for the protein (11, 12), and
an implicit model for the solvent (13-15);
the latter reduces the required computer
time by more than an order of magnitude
relative to that for simulations with explicit
water molecules (16, 17). Although the
trajectories show very diverse behavior,
they have common structural features that
define an average unfolding pathway.

The radius of gyration (R,) and the root-
mean-square deviation (rms) from the
crystal structure vary widely as a function of
time (Fig. 2A). For example, trajectory 16
(Tr16) exhibits a single concerted increase
in rms and R, to reach a denatured state,
whereas Tr11 shows more complex behavior
with the oscillations of both rms and R,
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increasing as a function of time. The rms
deviation is plotted against the radius of
gyration R, for the same set of trajectories to
remove the effect of the distribution in un-
folding times expected for any unimolecular
reaction (that is, corresponding events could
occur at different times in different trajecto-
ries) (Fig. 2B). The diversity in the trajec-
tories is still present. Some trajectories (such
as Trl) show a simple approximately simul-
taneous increase in R, and rms near the
native state and much more complexity af-
ter partial denaturation, whereas others
(such as Tr11 and Tr16) have complex be-
havior near the native state.

Fig. 1. Representation of the structure of CI2; the
drawing was made with the Molscript program
(85). The structural elements are defined as fol-
lows: strand B1, residues 1 to 11; helix, residues
12 to 26; strand B3, residues 27 to 33; loop,
residues 34 to 44; strand B4, residues 45 to 53;
strand B6, residues 54 to 64; for simplicity,
strands B2 and 35, which consist of only two and
four residues, respectively, are not shown [see
(70, 14)]. One contact from each of the seven
groups used to analyze the secondary and tertiary
structure formed along the trajectories is indicat-
ed. The seven groups correspond to main-chain
contacts in the helix (A: Val'®-N, Glu'®-O); g1 to
helix (B: Trp®-CE2, 11e?°-CG1); B1 to B4, B6 (C:
Val®3-N, Thr3-0); B3 to B4 (D: Val®'-N, Leu®2-0);
4 to B6 (E: Ala®8-N, Phe®°-0); loop and minicore
contacts (F: Leu®?-CD1, Val®*®-CG1); helix to B3,
B4, B6 (G: lle*°-CD, Leu*°-CD2).

The time dependence of 52 native con-
tacts provides a measure of the change in
structure during unfolding (Fig. 3); the types
of contacts that are included are indicated
(Fig. 1). Their use is analogous to the choice
of the fraction of the native contacts, Q, as
the progress variable in lattice simulations,
and we use the designation Q here (3, 7, 18).
In the late stages of unfolding (early stages of
folding; Q = 0.25 to 0.3) most contacts are
absent or are present only a small fraction of
the time and only a few exist for more than
80% of the time. For Q = 0.5, most contacts
are present part of the time and there is a
broad, relatively uniform distribution of na-
tive contact probabilities. Clearly, the system
is becoming more compact but very diverse
sets of structures are still being sampled. For Q
= (.75, most of the contacts exist for more
than 60% of the time, with a small number
having a probability of less than 40%; they are
contacts involving the B1 strand or the long
loop (Fig. 1).

The effective energy (intraprotein energy
plus solvation free energy from the implicit
solvent model) as a function of the number of
contacts, averaged over all the trajectories,
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Fig. 2. (A) Backbone rms from the crystal struc-
ture of Cl2 and radius of gyration R, for four un-
folding trajectories as a function of time; rms val-
ues are shown as a solid line with a scale on the
vertical axis on the left; Ry values are shown as a
dotted line with a scale on the vertical axis on the
right. (B) Root mean square versus R, for the
same trajectories.
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has a general funnel-like form (Fig. 4A) (19)
as the polypeptide chain approaches the na-
tive structure. Similar behavior has been ob-
served in folding simulations with lattice
models for fast-folding sequences (7, 18, 19)
and in an all-atom plus explicit solvent sim-
ulation of the free energy surface of a protein
(20). The complex highly nonmonotonic
variation in the effective energy as a function
of Q (Fig. 4B) or of the time (Fig. 4C) in the
individual trajectories contrasts sharply with
the average funnel-like behavior and suggests
that care is required in interpreting the latter.
This is in accord with the fact that it has not
been possible to refold a protein with an
all-atom model either by low temperature dy-
namics (21) or by simulated annealing (22).
The evolution of the contacts (Fig. 3)
can be related directly to specific structural
changes (Fig. 5). In spite of the diversity of
the unfolding trajectories (Fig. 2), there is a
certain commonality in the disappearance
of different structural features (Fig. 5B).
After early displacement of the B1 strand, a
key event is disruption of the hydrophobic
core formed primarily by side chains of the
residues of the a helix and of strands B3 and
B4. The disappearance of the core occurred
simultaneously with the destruction of the
helix or the B3-B4 sheet or both in some
trajectories; in other trajectories, the sec-
ondary structural elements persisted after
the core was disrupted (Fig. 5A) (23). The
contacts between the helix and these
strands (h, B3-B4), the other major B-

Contacts with a given probability

Fig. 3. Number of contacts with a given probabil-
ity of being formed as a function of Q, the fraction
of native contacts. Contacts are defined in Fig. 1.
Results correspond to an average over the 24
trajectories. Two structures with Q = 0.25 can
have rms values as large as 15 A (average, 9 A); at
Q = 0.5, the maximum rms is 12 A (average, 5.5
A); and at Q = 0.75, the maximum rms is 3.2 A
(average, 1.8 A). At low Q (early in folding), there
are no native contacts with high probability. As Q
increases, there are many contacts with low prob-
ability and a few with high probability. Only at large
Q (late in folding) does the system fairly suddenly
form most contacts with a high probability.
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strand contacts (84-B6), and the loop con-
tacts show intermediate stability.

The most detailed experimental data on
the structural changes in CI2 during folding
and unfolding are provided by protein-
engineering experiments (10, 24). In such
experiments, measurements are made of
the ratio @ of the effect of a mutation on
the folding rate to that on the stability of
the native state. If ® = 1 for a given
residue, the transition state is presumed to
have a structure that is very similar to the
native state in the neighborhood of that
residue; if @ = O, it is presumed that the
transition state is like the denatured state in
that region. Intermediate values of ® are
more complicated to interpret (10, 25).
Itzhaki et al. (10) found that most residues
(with a few important exceptions; see be-
low) have ® values between 0.2 and 0.3.
From our simulations [see also discussion in
(25)], this suggests that the transition state
consists of an ensemble of configurations
with the number of native contacts equal to
about 25% (Fig. 3). Thus, the transition
region is made up of a wide range of struc-
tures with an average rms deviation of 9 A
(see above). Another measure of the posi-
tion of the transition region is provided by
the dependence of the equilibrium constant
and the rate constant for folding on the
concentration of a denaturant, such as gua-
nidinium hydrochloride (Gdn-HCl). The
standard interpretation of such data (26) is
that the coefficient m describing the Gdn-
HCI concentration dependence of a rate or
equilibrium constant can be simply related
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Fig. 4. (A) Average effective energy, (W), as
a function of the number of native con-
tacts, N. To obtain these data, 50 frames from
each of the 24 unfolding trajectories were
subjected to 10 ps of molecular dynam-
ics at 300 K and then to 300 steps.of en-
ergy minimization. There are very few struc-
tures with more than 49 contacts be-
cause some contacts that are present in
the crystal structure are broken in the sim-
ulation at room temperature. (B) W as a
function of the number of native contacts
for trajectory Tr1. (C) Time dependence of W
for Tr1.
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to the difference in exposed surface area in
the two states involved (m for the unfolded
state versus the native state and m,_ for the
unfolded state versus the transition state).
The experimental value of m [m = 1.80
kcal/mol-M, where M refers to the con-
centration of the denaturant (26)] and the
exposed surface area of the crystal struc-
ture leads to about 8500 AZ? for the
exposed surface area of the unfolded state
(27); this value is equal to that ob-
tained for the fully extended struc-
ture. The same calculation for the fold-
ing rate (m, = 1.14 kcal/mol-M) yields
about 5850 A? for the transition state.
This value corresponds to that from the
simulations (~6000 A2) when the frac-
tion of native contacts Q is about 0.25, in
agreement with the ensemble average in-
terpretation of the @ values given above.
Values of Q = 0.2 and 0.3 have been
assumed in other approaches to CI2 fold-
ing that made use of a statistical free en-
ergy functional (28) and lattice models
(29), respectively.

Given the funnel-like form of the ef-
fective energy surface (Fig. 4), the transi-
tion state barrier must arise from an en-
tropic bottleneck; that is, a decrease in
entropy as a function of Q that is greater
than the effective energy decrease, so that
a free energy barrier is generated near Q =
0.25 when the early contacts are formed.
Such a balance between the effective en-
ergy and the entropy is found in the high-
temperature lattice simulations (7, 18)
and also in an all-atom simulation of a
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three-helix bundle protein (20).

To obtain more insight into the struc-
ture of the transition state, it is of interest to
consider certain hydrophobic residues that
have experimental ® values significantly
larger than the average of ® ~ 0.2 to 0.3
(10). Most striking is residue Ala'® (O =
1.1 for Ala'® — Gly), which is part of the a
helix. In these simulations, as in those of Li
and Daggett (16), the number of contacts
made by the Ala side chain was found to
depend primarily on the presence of the
helix and not on interactions with @
strands. The value of ®,,(¢), which is de-
fined (16) as the ratio of the number of
contacts at time t during the trajectory to
that in the native state, remains between
0.8 and 1 as long as the a helix is present
(30). The mutation of Val'® to Ala is char-
acterized by a negative value of ® (® =
—0.3); the negative value arises because
both the folding and unfolding rates are
greater in the mutant, whereas the native
state is destabilized by the mutation. This
result can be explained by the fact that this
substitution destabilizes the protein because
of loss of packing interactions, but it stabi-
lizes the isolated helix because of the higher
helix propensity of an Ala residue (31). The
mutations Ala'® to Gly and Val'® to Ala are
both consistent with a transition state that
contains a partially formed helix. Leu*® (ex-
perimental ® = 0.5) is involved in inter-
actions between strand 33 and the helix in
the native structure. Analysis of ®,,(t) in
our simulations and in those of Li and Dag-
gett shows that ®,,,(t) remains between
0.5 and 0.8 throughout most of the unfold-
ing trajectories; many of the interactions
are with other residues in the B strand, in
accord with the conclusion from the simu-
lations that the B3—B4 sheet is present early
in folding.
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Fig. 5. (A) Average time each group of contacts
last appears in three trajectories: —, a typical
trajectory; — — —, B3—34 contacts disappear early;
- - -, a helix contacts disappear early. (B) Evolu-
tion of native contacts as a function of time. The
average time each contact last appeared in the 24
trajectories is shown; bars = 1 SD.
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The protein engineering experiments for
CI2 have been interpreted in terms of a
nucleation-condensation mechanism (32).
Both the simulations and the experiments
point to the helix, which has weak native-
like interactions in the denatured state (25,
33), as an essential nucleation element.
The rate-limiting step in the predominant
pathway appears to be a coalescence of the
B1 strand and the helix with a few distant
residues in the protein that leads to partial
burial of the hydrophobic core. The simu-
lations suggest that formation of the 3334
sheet may also be involved in the nucle-
ation; the most probable contacts for Q =
0.25, the putative transition region, are in
the helix and in the B3-B4 sheet (34).
Once the nucleus is formed, the rest of the
protein is expected to rapidly form the na-
tive structure (32).

The analysis of 24 CI2 trajectories has
demonstrated that there exists a wide diver-
sity in unfolding trajectories, in accord with
the new view of protein folding. However,
when the trajectories are analyzed in terms
of the evolution of native contacts, a statis-
tically predominant pathway emerges for
this fast-folding protein. Thus, a strong
preference for a certain order of events in
the folding process, determined by the ami-
no acid sequence, is compatible with a fun-
nel-like (single global basin of attraction)
average energy surface.
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Atomic and Macroscopic Reaction Rates of a
Surface-Catalyzed Reaction

J. Wintterlin,* S. Vélkening, T. V. W. Janssens, T. Zambelli,
G. Ertl

The catalytic oxidation of carbon monoxide (CO) on a platinum (111) surface was studied
by scanning tunneling microscopy. The adsorbed oxygen atoms and CO molecules were
imaged with atomic resolution, and their reactions to carbon dioxide (CO,) were mon-
itored as functions of time. The results allowed the formulation of a rate law that takes
the distribution of the reactants in separate domains into account. From temperature-
dependent measurements, the kinetic parameters were obtained. Their values agree well
with data from macroscopic measurements. In this way, a kinetic description of a
chemical reaction was achieved that is based solely on the statistics of the underlying

atomic processes.

Chemical kinetics—that is, the determina-
tion of rate equations as functions of mac-
roscopic parameters like temperature, pres-
sure, and concentrations— constitutes one
of the main sources of information about the
mechanisms of chemical reactions. An anal-
ysis of the kinetics is, however, connected
with a fundamental problem—mentioned
also in basic physical chemistry textbooks—
that a reaction mechanism, the sequence
of elementary steps by which a product is
formed, cannot be uniquely established by
kinetic measurements, because overlooked
intermediate steps or other complications
can never be ruled out (I1). The reverse
procedure, the derivation of the kinetics
from a microscopic mechanism, is unique,
allowing one to disprove possible micro-
scopic models. As a means for a positive
proof of a mechanism, reverse analysis has
not been an option so far simply because
the atomic scale was difficult to access
experimentally. Here we present results of
a study in which this reverse approach has
been successfully pursued for a heteroge-
neous chemical reaction, the oxidation of
CO molecules on a single-crystal Pt(111)
surface. By means of scanning tunneling
microscopy (STM), we resolved the reac-
tants, observed their statistical reactions
as functions of time, and derived a quan-
titative rate equation. The kinetic param-
eters thus obtained agree surprisingly well
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with those from previous macroscopic
measurements.

In several previous STM studies, quali-
tative mechanistic effects in chemical sur-
face reactions could be identified, including
site-specific reactivities, the formation of
islands of the reactants, and in particular,
effects of structural rearrangements of the
metal substrate (reconstructions) (2—4).
However, to our knowledge there have
been no studies to date in which quantita-
tive rate laws could be extracted from the
atomically resolved surface processes (5) so
that possible influences on the macroscopic
kinetics is still an open question.

The oxidation of CO on Pt(111) was
chosen here because it is a well-studied,
model-like catalytic reaction (6, 7) and is
relatively simple; it also represents the basis
for the catalytic removal of CO from ex-
haust gases by oxidation on Pt surfaces. The
reaction does not involve reconstructions
and has been demonstrated to follow the
so-called Langmuir-Hinshelwood mecha-
nism (8), which generally underlies hetero-
geneous catalysis and assumes that the
product is formed by reaction between the
adsorbed reactants. In the present case, the
reaction comprises the dissociative adsorp-
tion of oxygen (9), the molecular adsorp-

tion of CO (10), and the combination of

the two surface-adsorbed species to CO,
(8); the CO, molecules are immediately
released into the gas phase (7, 11). There
are, however, indications that the actual
mechanism involves more complex features
than this simple scheme: From temperature-

periments; for example, the protein engineering ex-
periments deal only with the effect of side-chain mu-
tations, whereas the contact analysis of the simula-
tions is based on main-chain interactions for sec-
ondary structure and on side-chain interactions for
tertiary structure (Fig. 1).

35. P. J. Kraulis, J. Appl. Crystallog. 24, 946 (1991).

7 July 1997; accepted 30 October 1997

programmed desorption studies (12), it was
concluded that the reacting adsorbed O
atoms and CO molecules are not randomly
distributed, but that the reaction takes
place at the perimeters of oxygen islands.
That the reactants in a surface reaction
might be localized in separate domains is, in
fact, a long-discussed notion for catalytic
reactions in general, and effects on the ki-
netics have been predicted by simulations
(13).

Despite the detailed knowledge of many
features of the CO and O reaction on
Pt(111), it is characteristic—and this holds
also for most complex chemical processes
such as catalytic reactions—that no mech-
anistic model exists that is fully consistent
with all features of the kinetics, as is reflect-
ed by, for example, the coverage depen-
dence of all of the reaction “constants”
involved in the CO, production rates (6,
7). Also, the reaction at island edges was
disputed on the basis of isotope mixing
studies (14), which concluded a homoge-
neous reaction probability. A recent study
on this subject (15) produced the unexpect-
ed result that oxygen atoms in the interior
of islands are more reactive than isolated
atoms.

Our investigations were performed in an
ultrahigh-vacuum chamber with the use of
a variable-temperature STM, which, along
with the cleaning of the Pt sample, was
described previously (16). The experiments
concentrated on the surface reaction step
CO,y + O,y = CO, (ad, adsorbed). In
order to monitor the progress of the reac-
tion as a function of time, we cooled the Pt
sample, reducing the reaction rate to fit the
speed of the STM equipment. According to
previous studies, the reaction starts well
below room temperature (11, 12). Experi-
ments were performed as “titration experi-
ments,” by first covering the sample with
submonolayers of oxygen atoms, which
were then reacted off by exposure to con-
stant CO pressures.

After preparation of the oxygen layer
[Fig. 1, time (t) = 0], the oxygen atoms,
which are imaged as dark dots [this is an
electronic effect that has been predicted
theoretically (17)], formed small islands, in
agreement with previous observations (16).
The periodic structure within the islands
corresponded to the known (2X2) structure
of chemisorbed oxygen atoms on Pt(111)
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