
Structure, Dynamics, and Thermodynamics of 
Clusters: Tales from Topographic Potential Surfaces 

David J. Wales 

Theoretical studies of atomic and molecular clusters often seek to explain structure, tic, it is possible to understand in some 
dynamics, and thermodynamics in terms of the underlying potential energy surface and detail how the  favorable chlster morphology 
the form of the interparticle interaction. One specific example from each of these cate- changes with both the  vahle of the  param- 
gories is considered here; the overall approach can be summarized as global analysis of eter and the  size of the cluster. Here we 
potential surfaces. Changes in the most favorable cluster morphology can be qualitatively consider clusters bound by the  Morse po- 
understood as a function of the range of the interparticle forces. Thermodynamic prop- tential (8), a simple pair potential that con- 
erties can be calculated from a representative sample of local minima on the potential tains one variable parameter which may be 
energy surface. However, prediction of dynamics requires not only knowledge of minima used to  change the range of the  interparti- 
but also transition states and reaction pathways. cle force (9 ,  10).  Of course, in adapting 

T h e  potential energy surface and the in- 
teratomic or intermolecular potentials from 
~ v h i c h  it is constructed play a f~lndamental 
role in providing a detailed understanili~~g 
of the  structure, dvnamics, and thermodv- 
namics of clusters. T h e  most important fea- 
tures that arise o n  any cluster potential 
energy surface are familiar objects in three- 
diruensional space but are rather harder to 
visualize in hundreds of dimensions. Local 
minirua in the  potential energy surface cor- 
respond to hasins in a mountain range. A t  
the  bottom of a basin, the  onlv wav to walk , , 
is uphill, and any sufficiently small structur- 
al perturbation of a local minilln~m o n  a 
potential energy surface similarly causes a n  
increase in the potential energy. Local en- 
erg-\. ruinima are one kind of stationarv 
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point o n  the  surface, where all the  forces 
vanish. They are locally stable, in that any 
infinitesimal change of structure raises the  
energy. A transition state, o n  the  other 
hand, corresponds to the  highest point 
along the  valley linking two basins. Transi- 
tion states are also stationary points, but 
correspond to mechanical instability: infin- 
itesimal displacements in either direction 
along the  reaction path lower the  energy. 

Unfortunately, the high dimensionality of 
the nuclear configuration space for a cluster 
means that the n~lmher of minilna and tran- 
sition states on the potential energy surface 
can be astronomicallv large. In fact, the num- , " 

her of structurally distinct minima is thought 
to grow exponentially with the number of 
atoms in the cluster (1 ,  2).  This difficulty has 
important consequences for theoretical stud- 
ies of all asDects of cluster science. Perhaps the 
most f~mdamental question that one can ad- 
dress is the identity of the lowest energy min- 
immlm. This vrohle~ll immeiliatelv takes us 
into the domain of global optimization theory 
and is onlv reaililv answered for surfaces that 

possess "f~~nneling" properties (3) ,  where 
searches are more likelv to lead to the elobal 
minimum. In particular, it appears that the 
location of the global minimum is an "NP- 
hard" problem (4), which means that no  al- 
gorithm can be found that scales as a polyno- 
mial in the number of atoms; instead, the best 
that one can achieve is an  algorithm that 
scales exponentially. 

The  ex~onent ia l  increase of the number of 
mini~na and the likely time required to find 
the lowest minimum as a f~mction of the 
numher of atoms might appear rather discour- 
aging. However, cluster science may soon pro- 
vide insight into fields such as protein folding, 
where Levinthal's "paradox" celebrates the 
fact that a randoln search for the native state 
of a protein is incompatible with experiment 
(5). Recent insights have come from studies of 
clusters bound by simple analytical potentials, 
where thousands of minima and transition 
states can he located in a reasonable amount 
of computer time (6).  Empirical potentials 
provide closed-form expressions for the energy 
of a svstem in terms of interatomic distances 
and &rhaps angles. Hence, they also define 
the interatomic force law through first deriv- 
atil~es of the energy with respect to coordi- 
nates. Although the simplest lnodel potentials 
mav onlv be realistic for svstems such as inert , , 
gas clusters, the experience gained in han- 
dling such databases has already borne fruit 
(7). In this article, specific examples for three 
important aspects of cluster science, namely 
structure, dynamics, and thermodynamics, are 
discussed, with particular emphasis on how 
the underlying potential energy surface can 
provide a unifying framework to explain the 
phenomena observed. 

Structure-The Range 
of the Potential 

such a f~lnctional form, it is assumed that 
the energy is pairwise additi l~e, and possihle 
many-hodv terms and anisotropy are ne- 
glected. Nevertheless, calculations such as 
these helr, to disentanele such effects and 
can produce usef~11 qualitative insights in 
their own right. 

T h e  lowest energy morphology for clus- 
ters hound by pairwise-additive, isotropic 
forces is determined by a halance between 
t h e  total  number of nearest-neighbor in- 
teractions (stabilizing) and the  strain en-  
ergy (destabilizing). T h e  latter quantity 
reflects the  deviation of nearest-neighbor 
contacts from their most favorable value 
11 0 )  iand must not  be confused with bulk , , ,  

strain as applied to  bulk systems in  the  
context of elastic constants).  Aside from 
17ery long range potentials, t he  lowest en-  
ergy structure is generally based o n  one  of 
three different morphologies (10) :  Mackay 
icosahedra ( I  I ) ,  decahedra, and close- 
packed fragments of regular hulk lattice. 
Mackay icosahedra (Fig. 1 A )  can he con- 
structed from 20 distorted tetrahedral seg- 
ments-one corresnondine to each face of 
the  icosahedron-sharing a common ver- 
tex in  the  center of the  cluster. T h e  20 
surface facets are all essentially close- 
packed. ,4 pentagonal hipyramid with a 
single fivefold axis can  he constructed " 
from five distorted tetrahedra sharing a n  
edge, which corresponds to the principal 
axis (12).  Lower energy decahedra can be 
formed if the pentagonal hipyramid is trun- 
cated (1 3) ;  the  Ivlarks decahedron with re- 
entrant (1 1 1)-type faces is probably the most 
favorable (Fig. 1B). In  clusters, the lowest 
energy structures hased o n  close-packing can 
be constructed either from truncated octa- 
hedra or tetrahedra 110) (Fie. 1 C ) .  T h e  . L 

close-packed geometries are essentially 
strain free but expose some surface facets 
that are not close-packed. 

Of the  three morphologies, t he  icosa- 
hedron ruaximizes the  numher of nearest- 

For a sinlple interatomic potential with a neighbor contacts but has the  highest 

The author with Unlverslty Chemlca, Laboratorles single adjustable parameter designed to  rep- strain, the  truncated octahedron minimiz- 
Lensfleld Road Cambr~dge CB2 I EW UK resent some particular bonding characteris- es the  strain but has the  fewest nearest- 
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neighbor contacts, and the Marks decahe- 
dron is intermediate in both categories. 
Direct comparisons between these struc- 
tures are not straightforward because com- 
plete geometries of high symmetry, which 

present. Experiments with neutral clusters, 
which will effectively act as a check on 
the intermolecular potential used, are ea- 
gerly awaited. Recent simulations of bulk 
C60 suggest that the liquid phase has only 
a narrow range of stability (16) or none at 
all ( 17). A n  atomic basis for the instabilitv 

the temperature is high enough for the 
most electronically favorable structures to 
be accessed, electronic magic numbers are 
expected, in agreement with experiment. 

Clusters com~osed of small molecules of- 
ten exhibit bulklike packing schemes at 
much smaller sizes than atomic clusters (21 1. 

are expected to be particularly low in en- 
ergy, occur for different numbers of atoms 
(Fig. 1). Hence, for clusters containing 
less than around 100 atoms, the most sta- 

. , 

of the liquid phase has recently been sug- 
gested (18), again based on considerations 
of strain energy in the liquid and solid 
phases. This theory is consistent with re- 
sults from colloid studies, where the effec- 

. . 
The rapid convergence of molecular clusters 
composed of species such as CC14 and SF6 to 
bulklike phases might therefore be the result 
of intermolecular potentials with a range 
that is short compared with the pair separa- 

ble morphology may change with the ad- 
dition or removal of a single atom. 

Results obtained with the Morse poten- 
tial show that the strain energy generally 
increases for a given morphology with in- 

tive range of the potential can be varied 
systematically (19). 

Temperature-dependent spectra of so- 
dium clusters have been inter~reted in 

tion at equilibrium, because the strain ener- 
gy for a given morphology increases with 
size. However, this interpretation is compli- 
cated by the anisotropic nature of the inter- 
molecular forces and the fact that the cor- 
responding bulk phases are not generally 
cubic close-packed. 

creasing size and for shorter range poten- 
tials (10). Hence. as either the size in- . . 
creases or the range decreases, the mor- 
phology of the global minimum changes 
from icosahedral to decahedral to close- 
packed. Qualitatively, this observation 
suggests several immediate applications. 
Because the intermolecular C60 potential 
used in a number of previous studies (14) 
has a very short effective range, one would 
expect to see "magic numbers" for neutral 
C60 clusters corresponding to decahedral 
or close-packing. Experiments with 
charged C60 clusters exhibit magic num- 
bers characteristic of Mackay icosahedra 
(1.5), where longer ranged forces may be 

terms of electronic magic numbers for 
warm, liquidlike clusters and geometrical 
magic numbers for cold, solidlike clusters 
(20). The effective interatomic potential 
in this case probably has a much longer 
range, meaning that there are likely to be 
a large number of highly strained and dis- 
ordered but low-energy minima (10). A 
low melting temperature is expected with 
such a potential energy surface. Further- 
more, because strain can be accommodat- 
ed with little energetic penalty, the system 
can probably adopt a geometry that opti- 
mizes the electronic energy. Hence, once 

Insight into cluster structure can there- 
fore sometimes be gained from relatively 
simple potentials, complementing more 
accurate studies of specific systems, which 
may involve detailed quantum mechanical 
calculations (22). However, to understand 
thermodynamic properties it is necessary 
to consider local minima on a potential 
energy surface other than the lowest, be- 
cause these may be populated at finite 
temperatures. In the next section, we 

Fig. 1. Candidate morphologies for the global minimum of a small cluster. particles. (B) Marks decahedron containing 75 particles. (C) Truncated 
In each case, a triangulated representation designed to give an impression octahedron with regular hexagonal faces containing 38 particles. Graphics 
of the overall shape is shown (top) along with a realization of the structure for produced with Mathematica (45). 
a cluster of C,, molecules (bottom). (A) Mackay icosahedron containing 55 
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show how thermodynamic properties can 
be deduced from large, representative sam- 
ples of minima (23, 24). Such calculations 
represent an approximate global analysis 
of the potential energy surface (7,  25). 

Thermodynamics-Peculiarities 
of Small Systems 

Finite systems can exhibit thermodynamic 
properties that are rigorously forbidden in 
bulk material. For example, if energy can 
be added in a controlled fashion to an 
isolated cluster, then it is possible for the 
internal temperature to fall as the energy 
is increased. This behavior corresponds to 
a negative heat capacity and has been 
characterized in numerous computer sim- 
ulations. An experimental realization of 
this hypothetical procedure would corre- 
spond to absorption of single photons by a 
cluster in a collision-free molecular beam. 

The general conditions under which 
such behavior is possible are now well 
understood in terms of thermodynamic 
distributions (26) and are also inherent in 
much earlier work by Hill (27). In bulk 
material, the first-order melting transition 
is characterized by solid and liquid phases 
in contact at the melting point. However, 
for small systems the energetic penalty for 
forming an interface is too large for such 
phase separation to be observed. Instead, 
it is helpful to think of an isolated indi- 
vidual cluster in terms of a two-state mod- 
el (28-30) where in the melting region 
the cluster is at times solidlike and at 
times liquidlike. A dynamic equilibrium 
exists between the two forms with an equi- 
librium constant that is related to the 
difference in free energy. If the tempera- 
ture of the cluster rather than its total 
energy is under experimental control, the 
heat capacity has to be positive (29, 31 ). 

Accurate calculations of thermody- 
namic properties for clusters have now 
demonstrated the above effects beyond 
reasonable doubt (32). However, further 
insight can be gained from approximate 
calculations in which the same quantities 
are calculated from a distribution of local 
minima on the potential energy surface 
(23, 24). A similar viewpoint has been 
exploited by Stillinger and Weber in their 
studies of bulk melting (2). The objective 
is to partition the separate contributions 
to thermodynamic functions of different 
regions of phase space corresponding to 
solidlike and liquidlike clusters, and to 
achieve this, we need a suitable "order 
parameter" that tells us which region we 
are in. A qualitative understanding of this 
procedure in terms of the two-state model 
is not difficult. Solidlike regions of phase 
space are associated with restricted motion 
in low-energy minima. In contrast, liquid- 

like regions of phase space are associated 
with passage between a multitude of high- 
er energy, disordered minima (33). For an 
isolated cluster at constant total energy, 
the kinetic energy is larger when the sys- 
tem is associated with a low-energy, solid- 
like minimum and smaller when it visits 
liquidlike regions of phase space with 
higher potential energy. When the total 
energy is small, the system simply vibrates 
in a particular low-lying potential well. As 
the energy rises, the amplitude of the vi- 
brations increases until eventually the 
cluster can escape to regions of the poten- 
tial energy surface that correspond to liq- 
uidlike behavior. However, the mean ki- 
netic energy, and hence our measure of 
the internal temperature, can decrease 
when this hamens. 

L L 

In a particular model of the rare gas cluster 
Ar55r the potential energy of minima associ- 
ated with solidlike and liquidlike phase space 
is sufficiently different to act as an order pa- 
rameter in identifying which region is which 
(24). The (Helmholtz) free energy A can then 
be calculated as a function of potential energy 
V and temperature T (Fig. 2A). Two valleys 
in the surface, separated by a ridge and corre- 
sponding to the solidlike and liquidlike forms, 
coexist over a well-defined temDerature ranee. - 
A cross section of the surface taken at a 
temperature in the coexistence region reveals 
two free energy wells (Fig. 2B). The well 
corresponding to the solidlike "phase" is asso- 
ciated with the Mackav icosahedral global - 
minimum (Fig. 1A) and defective icosahedra, 
whereas the well corresponding to the liquid- 
like "phase" is associated with all the other 
generally amorphous minima (24). 

Such calculations ~rovide fundamental 
insights, but direct comparison with exper- 
iments is difficult. However, applications to 
calculation of nucleation rates, for example, 
are likelv to be of future interest. The next 
logical step, having considered cluster ther- 
modynamics in terms of distributions of 
minima, is to investigate global dynamics in 
terms of distributions of transition states. 
The first efforts in this direction for clusters 
containing more than 10 atoms have re- 
cently appeared (7, 25). For smaller systems 
with relatively few local minima, significant 
progress has already been made. In the next 
section, we focus on small water clusters, for 
which splittings resulting from quantum 
tunneling have been accurately measured 
and understanding has been gained as a 
result of close interaction between theow 
and experiment. 

Dynamics-Tunneling in Small 
Water Clusters 

The application of far-infrared vibration-ro- 
tation tunneling spectroscopy (34) to small 
water clusters (35-37) has recently led to a 

flurry of both theoretical and experimental 
activity (38). Here the water trimer is used 
to show how a global view of the potential 
energy surface is needed to understand the 
splittings in the vibration-rotation energy 
levels that result from rearrangements of the 
hydrogen-bonding network. 

If imaginary labels are attached to all of 
the atoms in a given structure, then it is 
possible to distinguish permutational iso- 
mers that correspond to distinct minima on 
the potential energy surface. To  a first ap- 
proximation, each of these minima supports 
an identical set of localized wave functions 
corresponding to vibrational and rotational 
degrees of freedom. However, there may 
exist rearrangements between different per- 
mutational isomers that result in these min- 

46.0 
25 30 35 40 45 50 55 

V@air well depths) 

Fig. 2. (A) Free energy surface (A) for Ar,, as a 
function of temperature T and potential energy V, 
calculated with a distribution of local minima. A 
linear term in T has been added to highlight the 
solidlike (S) and liquidlike (L) wells. (B) Contribution 
of solidlike and liquidlike regions of the potential 
energy surface to the free energy A as a function of 
potential energy V, calculated at the temperature 
corresponding to the middle of the coexistence 
region in (A). Curve I corresponds to the global 
minimum Mackay icosahedron (Fig. lA), curves I I  
through IV correspond to increasingly defective 
Mackay icosahedra, and curve VI corresponds to 
contributions from minima associated with liquid- 
like regions of phase space (24). Both A and Vare 
measured in units of energy equal to the pair well 
depth, that is, the depth of the potential well at its 
lowest point for a single pair of atoms or molecules. 
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Minimum Transition slate Minimum Minimum Transition state Minimum 

Fig. 3. Low-energy rearrangements of (H,O), (top) and (H,O), (bottom) from cated" hydrogen bonds in which one molecule acts as a double donor and 
ab initio theoretical calculations (40, 41). (A) The particularly facile single-flip another as a double acceptor. Graphics generated with Mathematics (45) 
process. (B) Higher energy mechanism involving transition states with "bifur- using a distance cutoff to define the hydrogen bonds. 

ima being linked by valleys on the potential 
energy surface. If the barrier represented by 
the highest point on each valley is not too 
large and the length of the pathway is not 
too long, then interference can occur be- 
tween the localized states of each minimum. 
This effect is a result of quantum mechan- 
ical tunneling through the energy barriers 
and leads to splittings of the localized states, 
which can often be observed spectroscopi- 
cally. A rearrangement that leads to split- 
tings within the experimental resolution is 
said to be "feasible" (39). . , 

As shown, a sample of minima can be 
used to gain insight into cluster thermody- 
namics, but to interpret tunneling split- 
t ing~, additional information is needed con- 
cerning the rearrangement mechanisms and 
the transition states that link different min- 
ima. Far-infrared vibration-rotation tunnel- 
ing spectroscopy provides indirect informa- 
tion about these mechanisms and shifts the 
experimental focus and the challenge to 
theory from minima to transition states. 
The tunneling splitting pattern that results 
when a particular mechanism is feasible can 
be predicted with a little further computa- 
tion once the details of the rearrangement 
are known. Determining the pattern re- 
quires the construction of a complete reac- 
tion graph consisting of a closed set of 
permutational isomers linked by the rear- 
rangement and the connections between 
them. Accurate calculation of the maeni- 

.3 

tudes of the tunneling splittings is much 
harder, but it may be possible to assign 
features in a spectrum to particular mecha- 
nisms without these calculations. 

Two mechanisms of particularly low en- 
ergy have been characterized (40) in ab 
initio calculations for (HzO)3, and close 
analogs appear to exist (41) for (HZO),. 
The first is the single "flip" (Fig. 3A), 
which Pugliano and Saykally postulated 
would be the most facile rearrangement 
(35). The second is a process that we will 
call bifurcation tunneling because the tran- 
sition state features a "bifurcated" hydro- 

gen-bonding pattern (Fig. 3B). It is closely 
analogous to the donor tunneling rear- 
rangement of the water dimer (36) and 
entails a significantly larger energy barrier 
than the single flip (40,42). When both of 
these processes are feasible, the resulting 
tunneling splitting pattern consists of a 
widely spaced quartet of levels, each of 
which is further split into another quartet 
with much smaller spacings (40). The quar- 
tets corresponding to the fine structure 
have been observed experimentally (36) 
and are caused by the bifurcation tunneling 
process. 

More accurate studies of the restricted 
potential energy surface and tunneling dy- 
namics associated with the single-flip 
mechanism have since been presented (43), 
and one calculation including the bifurca- 
tion tunneling dynamics has appeared (44). 
The results help to quantify the patterns 
described above and ~rovide further infor- 
mation concerning excited states. Prelimi- 
nary calculations for (H,O), have identi- 
fied analogous rearrangement pathways that 
will result in very complicated splitting pat- 
terns if both mechanisms are feasible (41). 

Conclusions 

This article has emphasized the central role 
of the potential energy surface in rationaliz- 
ing the structure, dynamics, and thermody- 
namics of clusters. Considerable progress has 
been made in relating the favored low-ener- 
gy structures to features of the interatomic or 
intermolecular potential that have clear 
physical interpretations. For example, geom- 
etries based on Mackay icosahedra and close- 
packing are likely to be favored for long- and 
short-ranged isotropic potentials, respective- 
ly. Insight into the sometimes unfamiliar 
thermodynamic properties of finite systems 
can be gained from calculations based on 
distributions of potential energy minima. 
However, although an approximate global 
analysis of the potential energy surface in 
terms of the minima may be sufficient to 

rationalize thermodynamic properties, more 
detailed information is needed to understand 
dynamics. Such studies are only just begin- 
ning for systems with many degrees of free- 
dom. For small water clusters, theoretical 
characterization of low-energy rearrange- 
ment mechanisms has already helped to in- 
terpret the tunneling splittings observed in 
recent laser spectroscopy experiments. The 
logical progression to useful approximate 
treatments of the dynamics in larger systems, 
such as biomolecules, will have far-reaching 
consequences. 
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Water Clusters strain. T h e  highest level ab initio calcula- 
tlons (10)  n red~c t  a 3 D  caqe structure to be 
the most stable for the  hesamer, althoueh 

K. Liu, J. D. Cruzan, R. J. Saykally 
- 

at least three other structures lie a ~ t h ~ n  L1.1 
kcal/~nol and v~brational-averagi~lg effects 
are likelv to clla~lne their orderinn. Interest- A surge of progress in both laser spectroscopy experiments and theoretical dynamics 

methods has facilitated new, highly detailed studies of water clusters. The geometrical 
structures and hydrogen-bond tunneling pathways of the water trimer, tetramer, pen- 
tamer, and hexamer systems have recently been characterized with global analysis of 
potential surfaces, diffusion Monte Carlo calculations, and far-infrared laser vibration- 
rotAtion tunneling spectroscopy. Results from these and other studies are yielding im- 
portant insights into the cooperativity effects in hydrogen bonding, aqueous solvation, and 
hydrogen-bond network rearrangement dynamics, which promise to enhance our un- 
derstanding of solid and liquid water behavior. 

u 

ingly, the pred~cted ring forms of the  trimer, 
pentamer, and heptamer have no symmetry 
elelnents and are therefore chiral. 

Our  recent far-infrared laser vibration- 
rotation tunneling (VRT)  spectroscopy ex- 
periments ( I  1 )  support the theoretical pre- 
dictions. For the  trinler ( l 2 ) ,  tetralner (13) ,  
and pentamer (14) ,  lve found rotational 
energy level patterns that are rigorously 
those of a sjmmetric rotor ( A  = B > C, 
where A ,  B ,  and C are reciprocal lnolllents 
of inertia, for esample, A = fiZ/21~,, where h 
is Planck's constant iiivided bv 2 ~ ) .  In  the 

T h e  study of van tier Waals clusters is a 
verv active subfield of cluster science 1 I .  2 ) .  

precedente~i level of detail. In this article, 
we survey some of these developments and 
the  chemical insight that has been gained 
from them. 

~, , 

Arguably, the lnost important lveakly 
bound co~npleses are pure water clusters. 
They have been directly ilnplicated in sev- 
eral contemporary problems, including the  
fc~rmation of acid rain 13 ), the anomalous 

, , 

case of the  trimer, lve could separately de- 
termine precise values for each of the three 
rotational constants and, therefore, defini- 
tively establish that the  structure is a n  ob- 
late svmmetric rotor confo r~n i~ le  rather 

Structures of Small 
Water Clusters , , 

absorption of sunlight by clouds (4 ) ,  and 
the nucleation of water droplets (5). h h e -  

- 
closely to  the predictions. Xloreover, the  
large observed negative inertial defect (Ic - 
I ,  - I ~ , )  testifies to estensive out-of-plane 
motions by the free hydrogens. As discussed 
later, it is these large amplitude nlotions of 
the free hycirogens, actually a torsional mo- 
tion of the  water lnonolners about their 
donor hyiirogen-hond axes ("t1ippingn), 

Theory and experinlent are in fairly good 
over, the use of w t e r  clusters in a n  indirect 
context offers an  exciting prospect for i n -  
portant scientific advances in untangling 
the molecular details, for example, of aque- 
ous solvation, cooperativity in hydrogen 
bonding, and hydrogen-bond network rear- 
rangement dynamics that are so prevalent 
in the behavior of licluid water (6). T h e  

agreelnent for the structure of the water 
Jimer, deterlni~led spectroscopically in 
1977 by Dyke, Mack, and Xluenter (7). A 
number of recent high-level ab initio cal- 
culations (8) have predicted the structures 
of larger water clusters (Fig. 1).  All the 
calculations predict that a quasi-planar cy- 
clic for111 with each lnonolner actinp as both 

that proiluces the observed symmetric rotor 
spectrum through vibrational averaging 
over the totally asymmetric equilibrium 
Strllctllre. 

For the  tetramer and uentamer,  we 

strong, directional intermolecular b ~ n d i n g  
and the capacity of Lvater to act both as a 
double donor anti a double accentor of hv- 

a single donor and single acceptor, and with 
the  free hydrogens oriented above and be- 
low the  ring, constitutes the lowest energy 

drogen bonds make water clusters less suit- 
able for a rigorous theoretical treatment 

have not  yet been able to  extract such 
colnplete information. Precise values were 
deduced for the  A = B rotational con- 
stants, hut the  value for C (describing 
rotation about the  svmmetrv axis) could 

structure for the trimer, tetramer, and pen- 
tamer. For the heatamer anii laroer clusters. 

than other simple, weakly bound systems. 
Nevertheless, a recent surge of progress 
both in theorv and ex~er i lnen t  has made it 

a tendency toward three-iiimensio~lal (3Ll) 
structures is predicted, with the nature of 
the  hexalner structure being ambiguous (9) .  

possible to study water clusters at a n  un- only l ~ e  estimated through simulations of 
the  V R T  intensity patterns. Nevertheless, 
t he  resulting precision was sufficient to 

In  this evolution of structure with cluster 
s i x ,  the critical feature is the  c o m ~ x t i t i o n  
between maximizing the  number of hydro- 
gen bonds and minimizing the geometrical 
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sity of Californa, Berkeley, CA 94720-1460. USA. unambiguously establish that  the  struc- 
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