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volves mechanical rotation of the storage 
medium. The collection of stored data pages 
superimposed in a particular volume of the 
crystal is referred to as a stack. Spatial multi- Vol u me Holog rap h ic Storage and plexing . . is accomplished divi!ing the ,- 

Retrieval of Digital Data tal volume into a number of regions and 
recording one stack per region. Readout of a 
stored data page involves illuminating the 
crvstal with the a ~ ~ r o ~ r i a t e  reference beam 

A. . 
John F. Heanue, Matthew C. Bashaw, Lambertus Hesselink* and imaging the difliacted optical signal onto 

a CCD arrav. which converts the o~tical 
A multiple page fully digital holographic data storage system is demonstrated. This system signal back iito an electronic signal. 'With 
is used to store and retrieve digital image and compressed video data with a photorefractive parallel readout of the CCD array, fast data 
crystal. Architecture issues related to spatio-rotational multiplexing and novel error-cor- transfer rates can be achieved because all 
recting encoding techniques used to achieve low bit-error rates are discussed. pixels in the stored data page are reconstruct- 

ed simultaneously. 

Holographic storage has long held promise 
for large digital storage capacity, fast data 
transfer rates, and short access times (1, 2). 
Current storage technologies are limited in 
that they do not simultaneously provide 
each of these three features. Recent devel- 
opments in materials, spatial light modula- 
tors (SLMs) , and charge-coupled-device 
(CCD) arrays have brought the promise 
closer to reality. Potential storage capacity 
of terabytes of data, transfer rates exceeding 
1 gigabit per second, and random access 
times less than 100 psec appear feasible, 
making holographic storage attractive for 
applications in the planned national infor- 
mation infrastructure, in conventional and 
parallel computing, and in the entertain- 
ment industry. 

Holographic recording is accomplished by 
combining an image-bearing light beam and a 
reference beam in a recording medium. The - 
variation in intensity in the resulting interfer- 
ence pattern .causes the complex index of 
refraction to be modulated throughout the 
volume 'of the medium. In a photorefractive 
medium such as LiNb03, charges are excited 
from impurity centers in the presence of light 
and subsequently trapped (3, 4). The result- 
ing space-charge field causes modulation in 
the index of refraction through the electro- 
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optic effect. When the medium is exposed to 
a reference beam identical to one used in 
recording, the light will difiact in such a way 
as to reproduce the original image-bearing 
wavefront. In holographic data storage, data 
are converted to an optical signal by use of an 
SLM (Fig. 1). A hologram corresponding to 
the image (one data "page") on the SLM is 
rheh recorded in a photorefractive crystal or 
other suitable volume holographic recording 
medium. Multiple holograms, each corre- 
sponding to a page of data, are written in the 
medium using angular multiplexing, in which 
each hologram is written with a reference 
beam incident at a different angle. For a l-cm- 
long LiNb03 crystal, holograms may be writ- 
ten with reference beams separated in angle 
by as little as 50 krad. The angle can be 
changed either by steering the beam or by 
rotational multiplexing, a technique that in- 

,& CCD array 

Performance criteria. The main criteria 
used in evaluating the performance of a 
holographic data storage system are capac- 
itv; data transfer rate. access time. and bit , , 

error rate. The transfer rate and access time 
are bounded by the speed of peripheral 
devices (electronic beam steerers, mechan- 
ical stages, CCD array), whereas capacity 
and bit error rate are determined by the 
noise level in the system. As the number N 
of holograms stored in a single stack in- 
creases, the diffraction efficiency falls as 
1/N2. As the strength of the diffracted 
signal decreases, the signal-to-noise ratio 
(SNR) decreases because the strength of 
noise due to scatter is independent of N. 
The total number of holograms that can be u 

stored is thus determined by the minimum 
acceptable SNR. A lower bound on the bit 
error rate (BER) can be determined using 
the SNR calculated assuming a 1/N2 falloff 
in diffraction efficiency; in practice, the 

Reference angles 

Flg. 1. General 'holograph- 
ic recording scheme. 
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Fig. 2. Top view of the ho- CyUndrlcal 
lographic data storage sys- 
tem. Entrance and exit o p  
tics have focal lengths f and 
f ', respectively. 

" -'-*---. ...,. 
-70 
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an 
Flg. 3. The logariihm of the probability of error 
versus mean detected ON amplitude when a 0 
is transmitted for threshold detection (solid line) 
and differential detection (dashed line). 

BER is further limited by page-to-page and 
intrapage fluctuations in signal strength. 
These noise sources limit the effectiveness 
of volume holography for the direct storage 
of images in analog form. 

The noise-tolerant nature of digital stor- 
age makes it possible to overcome problems 
associated with the aforementioned noise 
sources; however, to the best of our knowl- 
edge, no fully automated digital holograph- 
ic data storage system has been implement- 
ed and no comprehensive study of the BER 
performance of a system operating at rea- 
sonable data transfer rates has been carried 
out. The majority of previous holographic 
storage implementations have involved di- - - 
rect storage and retrieval of pictorial infor- 
mation. For example, Mok has demonstrat- 
ed angular-multiplexed storage of as many 
as 5000 edge-enhanced analog images in a 
single crystal (5). The achievable BER has 
been projected by sampling a small number 
of digital information bits from a random 
sampling of 1000 holograms stored in a 
manually Bragg-tuned system (6). Using 
various encoding techniques, we have im- 
plemented a fully automated system in 
which data are written and recalled in 
digital form. Although any type of digital 
data can be stored, we have used our spatio- 
rotational multiplexing system to store dig- 
ital representations of color images and 
compressed video. Critical features of our 
implementation include location of the 
Fourier plane outside the crystal volume, 

use of cylindrical lenses to implement spatial 
multiplexing, use of a differential encoding 
technique to increase error immunity, use of 
Hamming error correction codes, and the 
distribution of consecutive information bits 
over multiple data pages in order to decrease 
the probability of burst errors. With these 
techniques, a BER of has been 
achieved at readout rates of 6.3 x 106 pixels 
per second with a total capacity of 163 
kilobytes (B). Access times were limited by 
the use of mechanical stages.and no perma- 
nent fixing of the stored data was imple- 
mented. We have used the system to evalu- 
ate trade06 between BER and storage ca- 
pacity at a fixed data transfer rate. 

The data storage system. The storage 
medium in our system (Fig. 2) is an Fe- 
doped LiNb03 crystal cut such that its c 
axis is at 45 degrees to the crystal surfaces. 
The crystal dimensions are 2 cm x 1 cm x 
1 cm, of which only a 0.1-cm3 portion is 
used for data storage. The crystal is mount- 
ed on a computer-controlled rotation stage, 
which is in turn mounted on a wmputer- 
controlled translation stage, allowing the 
crvstal to be moved in the vertical direction 
(pkpendicular to the plane of the page in 
Fig. 2). The SLM is a 480 x 440 pixel 
liquid crystal array taken from an InFocus 
TVT-6000 video projector. It is addressed 
with an analog video signal produced by a 
framegrabber board in the computer. The 
camera is an intensified CCD array. Each 
stored hologram is read out in 1/30 second. 
The cylindrical lenses in the reference 
beam path are used to collimate the refer- 
ence to an area of approximately 10 mm x 
2 mm at the face of the crystal. The 
combination of the translation stage and 
the collimation of the reference beam al- 
lows holograms to be stored in 4 different 
stacks. The signal beam occupies an area of 
approximately 1.5 mm x 1.5 mm on the 
front face of the crystal. The Fourier plane 
is located approximately 3 mm in front of 
the crystal. A filter is used to select only the 
central spot of the Fourier transform. The 
filter prevents erasure of previously recorded 
stacks during writing and eases alignment 
tolerances at the CCD plane. By locating 
the Fourier plane outside the crystal, re- 

Ag. 4. (A) Reconstruction of an image stored in 
the crystal, (6) threshold version of the same 
image, and (C) differential encoded data page. 

cording occurs in a Fresnel region, where 
the modulation depth is sufficiently uniform 
to eliminate the need for a d h r  (7). 

Because previously recorded holograms 
are erased as additional holograms are re- 
corded, an appropriate recording schedule 
must be determined in order to store a large 
number of pages. For symmetric write and 
erase times, equal dihct ion efficiencies for 
each recorded hologram result from using 
recording times given by (8) 
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Fig. 5. (A) Picture displayed from the original 
data file and (8) picture displayed from a file 
copied from the holographic data storage 
system. 

where t,, is the recording time of the nth 
hologram, T is the photorefractive time 
wnstant, and fl is the ratio of the index of 
refraction modulation recorded during the 
first expawre to the saturation index mod- 
ulation. For unequal time wnstants, nu- 
merical methods can be used to calculate 
appropriate recording times (9). 

If all holograms result in equal di&ac- 
tion efficiencies and each page is uniformly 
rewnsaucted, a threshold intensity can be 
chosen to distinguish ON pixels from OFF 
pixels. Note that we use "OFF" and "ON" 
when referring to SLM or CCD pixels and 
"0" and "1" when referring to information 
bits. An incorrect measurement of the time 
wnstant results in a schedule which leads 
to unequal diftiaction efficiencies tor each 
of the stored holopms. A 10 percent error 
in the assumed time constant can cause 
more than a factor of 2 variation in &c- 
tion efficiency. In addition, laser fluctua- 
tions or anomalous writing behavior can 
contribute to diftiaction efficiency varia- 
tion. Intrapage distortion can arise from 
poor overlap of signal and reference beams 
in the crystal, nonuniform illumination of 
the SLM, introduction of interference 
fringes due to multiple reflections in the 
optical system, or nonunifdty of the 
SLM or CCD array. 

D i t r e  emuding. Page-to-page and 
intrapage signal variation severely limits 
the attainable BER in a system based on 
threshold detection. In order to circumvent 

this problem, we use a Werential encoding 
technique, in which the pixel sequence OFF- 
ON is written to the SLM to represent a 0 and 
the pixel sequence ON-OFF is written to 
represent a 1. At the detector, the sign of the 
di&ence in the intensity of adjacent pixels is 
used to determine the value of the detected 
idknation bit. In addition to being insensi- 
tive to page-to-page intensity fluctuations, the 
d&ential encoding technique results in a 
lower probab&ty of emx amming a model of 
additive white noise which is indepencEent 
from pixel to pixel. For example, the proba- 
bility of an error given that a 0 is transmitted 
in a threshold detection system is given by 
(10, 11) 

at 

where the threshold % is equal to (aH + 
aL)/2, a~ and aL are the average amplitudes 
of ON and OFF pixels, respectively, at the 
CCD array, a is the standard deviation of 
the noise, and b is the zero order modified 
Bessel function of the first kind. The prob 
ability of an error given that a 0 is trans- 
mitted in a differential detection system is 
given by 

The advantage of differential encoding is 
clearly seen in Fig. 3, which shows plots of 
the logarithm of the above probabilities as a 
function of a" for aL = 0 and a = 10. 
When a substantial contribution to the 
variance is due to large-scale intrapage non- 
uniformities, we expect differential encod- 
ing to offer further improvement over 
thresholding than that shown in Fig. 3. 
Figure 4A shows a data page transmitted 
through the crystal and Fig. 4B shows a 
threshold version of the same image. Note 
that errors caused by interference fiinges are 
evident even in the threshold image. Clear- 
ly, uniform threshold detection will not 
work in this case (although the system may 
be calibrated by passing a uniform image 
through and assigning a threshold level to 

Fig. 6. Anamorphic imag- 
ing system used to access 
the entire crystal volume. 

each pixel, assuming that errors are station- 
ary in time). Figure 4C shows a differential 
encoded data page. 

Ideally, each pixel on the SLM would be 
used to represent a single bit of data. The 
liquid crystal array used in our experiments 
exhibits some interpixel crosstalk. Pixels 
adjacent to an ON (transmitting) pixel 
exhibit a significant amount of transmis- 
sion. Also, the SLM and the CCD array are 
manufactured with different horizontal to 
vertical pixel pitch ratios. Thus, with a 
simple optical system such as ours, it is 
impossible to image the SLM onto the 
CCD array such that each SLM pixel is 
imaged directly onto a CCD pixel. In prac- 
tice, a multiple lens amngement could be 
used to achieve the proper anamorphic 
imaging; however, this greatly increases 
system complexity. The pitch mismatch 
results in a systematic geometrical source of 
errors if too fine a sampling grid is used. In 
order to circumvent these problems, we use 
a block of 8 x 8 pixels to represent one bit. 
The differential encoding technique in- 
creases the pixel-to-bit ratio to 8 x 16 
pixels per information bit. The data are 
read out by sampling the CCD output at 
one pixel for each 8 x 8 pixel block imaged 
onto it. The difference in intensity between 
adjacent samples is used to determine 
whether the information bit is a 0 or a 1. 

Performance chiuactedstice. We mea- 
sured the raw BER of our system to be 
between and lo-' at video readout 
rates. In order to imorove wrformance. we 
implemented a ~a&-error w-ting 
code (12) in which four check bits are 
added to each string of eight data bits. The 
Hamming code is capable of correcting a 
single bit error in the sequence of 12 bits 
assuming that only one bit error occurs in 
those 12. In order to reduce the potential of 
burst errors, each stored data page repre- 
sented one bit plane in a two-byte se- 
quence. Thus, each bit in the 12-bit se- 
quences was stored in a separate page in 
order to reduce the probability of multiple 
errors within a given sequence. With the 
error-correcting codes, we were able to 
achieve a BER of which is adequate 
for compressed video storage and more than 
sufficient for uncompressed image storage. 
We used our svstem to store both d i d  
wlor image ad video data. Figure 5 shows 
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an example of a displayed data file and the 
same file after being transferred to and read 
back from the holographic data storage 
system. The total capacity of the system is 
four 308-page stacks with 1592 bits per 
page, resulting in a raw capacity of 245 kB. 
Taking into account the necessary error- 
correcting bits, the total useful data capac- 
ity is 163 kB. The total pixel capacity of our 
system is 2.6 x lo8 pixels, with a density of 
3 x lo9 pixels per cubic centimeter. The 
transfer rate is 6.3 x lo6 pixels per second. 
The CCD camera outputs one byte per 
pixel. The total pixel capacity of our system 
indicates that our storage capacity does not 
represent a fundamental limit. Rather, the 
primary limitation in determining the in- 
formation storage capacity is the necessary 
oversampling on the SLM. With a higher 
quality SLM designed in conjunction with 
the CCD array, we anticipate that the 
information capacity and data transfer 
rates can be enhanced by several orders of 
magnitude. 

Our current system does not fully utilize 
the available crystal volume. Capacity can 
be increased by using an anamorphic im- 
aging system (Fig. 6) in the signal beam 
path. The system focuses the signal beam 
to an area of approximately 1.5 mm x 20 
mm, so that nearly the entire crystal 
volume is used in the four stacks. A n  
anamorphic imaging arrangement can 
cause the system to become more sensitive 

to nonuniformities in the crystal. The 
increase in susceptibility to errors while in- 
creasing capacity represents a fundamental 
tradeoff meriting further investigation. 

Our implementation represents an in- 
vestigation of the performance of a digital 
holographic storage system, but additional 
im~rovements are needed before a useful 
commercial device can be produced. In 
applications such as read-only memory 
(ROM), a fixing process can be used to 
ensure long-term storage of the data, which 
will otherwise gradually erase during repeat- 
ed read operations. In our experiments, no 
fixing was attempted; however, thermal 
techniques have previously been shown to 
provide long-term erasure-resistant image 
storage in LiNbO, (1 3-15). In addition, 
svstems techniaues can be used in some 
applications to preserve the fidelity of 
stored images (1 6-1 8). It is also desirable in 
a practical device to implement angular 
multiplexing with electro-optic or acousto- 
optic beam steerers rather than mechanical 
stages. Implementation without moving 
parts provides increased reliability as well as 
potentially faster access times. The total 
storage capacity and system performance 
might be greatly enhanced with improve- 
ments in SLM. CCD. and materials tech- 
nology as well as improvements to the 
o~ t i ca l  svstem. It is antici~ated that im- 
proved components and materials will be 
available in the next few years through 

research in other consumer electronics and 
computer applications areas. 
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