
C. D Wagner, W. M Riggs, L. E. Davis, J. F. 
Moulder, G. E. Muilenberg, Eds. (Perkln-Elmer 
Corporation, Eden Prairie, MN, 1979), p.  40. 

15 Fllm adhesion was measured qualitatively with an 
adhesive tape test Pieces of adheslve tape were 
attached to the surfaces of the C-N and C films and 
then pealed off these surfaces No mater~al was 
removed from surfaces of the C-N films, however, 
significant solid was pealed from C sample surfac- 
es. These results are indicative of good adheslon 
and poor adhes~on, respectively. In addition, we 
found that dragglng a hard metal needle across the 
surface of the C-N films does not produce obsew- 
able damage, although dragg~ng this needle across 
the C films produces a deep groove. Future studies 
of microindentation will be needed, however, to 
assess quantitatively the film hardness. 

16. We have further probed the structure of these fllms 
using convergent beam electron diffraction. These 
prelim~nary data, whlch were obtained on individual 
crystallltes wlthln the films, are consistent wlth the 
p-C,N, structure. Single crystal materials will be 
needed, however, to fully resolve the structure of 
these C-N materials with four-clrcle x-ray diffraction 

17. We believe that there are several exper~mental 
factors that may be explored in the future to 
increase further the average nltrogen content of 

the fllms. F~rst, a higher RF discharge power 
would Increase the dissociation fraction and kinet- 
ic energy of the N atoms in the beam. Both of 
these effects should increase the extent of reac- 
tion wlth the carbon fragments and thereby In- 
crease the average N content in the fllms. At 
present, however, our atomlc beam source can- 
not be operated at >I50 W used in this study 
Secondly, we believe that it will be important to 
control better the sizes of the carbon fragments 
produced by laser ablation since larger carbon 
fragments may not react completely with the 
atomic nltrogen beam. Variations in the laser 
power density and photofragmentatlon of the ab- 
lated carbon species are two strategies that we 
are currently using to study how the carbon 
fragment slze affects the extent of reactlon with 
atomlc nitrogen. 
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diffusion pumps used In these studles. C.M.L. 
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Interlayer Tunneling and Gap Anisotropy in 
High-Temperature Superconductors 

Sudip Chakravarty, Asle Sudb~, Philip W. Anderson, 
Steven Strong 

A quantitative analysis of a recent model of high-temperature superconductors based 
on an interlayer tunneling mechanism is presented. This model can account well for the 
observed magnitudes of the high transition temperatures in these materials and implies 
a gap that does not change sign, can be substantially anisotropic, and has the same 
symmetry as the crystal. The experimental consequences explored so far are consistent 
with the observations. 

T h e  gap in the electronic spectrum at the 
Fermi energy is a distinguishing feature of a 
superconductor; it is also the order param- 
eter that describes the broken symmetry of 
the superconducting phase. The macro- 
scopic properties of a superconductor follow 
once the gap is known. Here we explore a 
gap equation that was recently proposed by 
one of us ( I )  to explain the properties of the 
high-temperature cuprate superconductors. 
The underlying mechanism that leads to 
this gap equation is an interlayer tunneling 
phenomenon. We show (i) that the high 
transition temperatures of these materials 
can be natural consequences of this mech- 
anism, (ii) that the superconducting gap 
can exhibit substantial anisotropy similar to 
that observed in recent photoemission mea- 
surements (2) but does not change sign (it 
is not possible to detect the sign of the gap 
in photoemission experiments), and (iii) 
that the superconducting state does not 

S. Chakravaw and A S u d b ~ ,  Department of Physics, 
University of dalifornla-LOS ~ n ~ e i e s ,  Los ~ n ~ e l e s ,  CA 
90024. 
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exhibit a Hebel-Slichter peak in the nu- 
clear magnetic relaxation rate. Because 
the gap does not change sign and has the 
same symmetry as the crystal, even a 
moderate amount of nonmagnetic impuri- 
ty scattering is likely to have little effect 
on the superconducting transition temper- 
ature T,. We refer to this gap as an aniso- 
tropic s-wave gap. 

The interlayer tunneling mechanism (I )  
is based on the presence of well-defined 
CuO layers in these materials. The idea is 
to amplify the pairing mechanism within a 
given layer by allowing the Cooper pairs to 
tunnel to an adjacent layer by the Joseph- 
son mechanism. This delocalization process 
of the pairs gives rise to a substantial en- 
hancement of pairing only if the coherent 
single particle tunneling between the layers 
is blocked, which we argue to be the case 
on phenomenological as well as theoretical 
grounds. In this sense the presence of bilay- 
ers or triple layers in these materials is 
important. The principle of amplification, 
however, is indifferent to the specific mech- 
anism within a given CuO layer; the pairing 
can be due to electron-phonon interaction 

or spin fluctuations (3). We shall assume 
that the electron-phonon interaction is the 
dominant mechanism. As shown below, 
this leads to a natural ex~lanation of the 
anomalous isotope effect seen in these ma- 
terials. It is known that the isotope effect is 
negligibly small for materials with the high- 
est TC1s and reverts to near normal for very 
low ones. 

The normal state of these materials ex- 
hibits properties that require us to go be- 
yond the conventional Fermi liquid theory 
(4). Here we assume that, owing to strong 
electronic correlation effects, coherent sin- 
gle particle tunneling is not possible be- 
tween the adjacent layers of a given bilayer 
even though the bare hopping rate, as 
obtained from electronic structure calcula- 
tions, is substantial, of the order of 0.1 
eV-a phenomenon that has been termed 
confinement (I) .  To justify this assump- 
tion, we briefly recall the phenomenology 
of the normal state of the high-temperature 
superconductors; for a more complete dis- 
cussion, see (4). . , 

Suppose for the moment that the normal 
state is described by a Fermi liquid. Then, 
the two CuO layers hybridized by the single 
particle tunneling matrix element, t, (k) , 
would lead to a svmmetric and an antisvm- 
metric combination of the quasiparticle 
states for each value of the wave vector k in 
the plane. (Throughout this report, k will 
refer to a two-dimensional wave vector.) 
Because these states are dipole-active, the 
transition between them should lead to a 
prominent signature in the frequency-de- 
pendent c-axis conductivity, which, to 
date, has not been observed. [Because of 
the k dependence of t, (k), the signature is 
likely to be broad, but should still be ob- 
servable in the range 500 to 1000 cm-'.I In 
contrast, if the one-oarticle Green's func- 
tion does not exhibit a quasiparticle pole 
but a power-law relaxation for asymptoti- 
cally long times, the coherent quasiparticle 
tunneling can be blocked as a result of the 
orthogonality catastrophe (5). The obser- 
vation of a rapidly growing c-axis resistivity 
with decreasing temperature in these mate- 
rials (6) is also consistent with the confine- 
ment idea. Note that the observed Fermi 
surface in photoemission experiments does 
not establish the Fermi liquid behavior of 
the normal state; as a counter example, it is 
only necessary to recall the well-established 
Luttinger liquid behavior of one-dimen- 
sional interacting Fermi systems (7). Thus, 
the Fermi surface defined as the surface of 
low-energy excitations in k-space that en- 
closes a volume appropriate to the density 
of electrons can exist in a non-Fermi liauid: 

1 ,  

in this case, the singularity in the derivative 
of the electronic occuoation number at the 
Fermi surface will be a power-law instead of 
a 6 function. 
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To treat the superconducting state, we 
note that the quasiparticle peak, a 6 function 
broadened bv the thermal as well as the 
experimental resolution factors, is recovered 
in this state (8). In contrast, in our picture, 
the observed normal-state spectral function 
reflects only a similarly broadened power-law 
singularity. However, the c-axis infrared con- 
ductivity continues to be small in spite of the 
development of c-axis superconductivity (9). 
Therefore, the quasiparticles are still not mo- 
bile in the c direction. but onlv in the ab 
plane. Thus, we ignore coherent single parti- 
cle tunneling in the c direction and consider - 
coherent Josephson pair tunneling which does 
not suffer the orthogonality catastrophe. We 
therefore approximate the motion in the ab 
plane by the dispersion relation, ~ ( k )  = 
-2t[cos(k,a) + cos(k,a)] + 4t' cos(kxa) 
cos(k,a), where t = 0.25 eV and t'lt = 0.45 
(10). We have used the electron picture 
rather than the hole picture. 

The gap equation can be derived by 
considering two close CuO layers described 
by the BCS (Bardeen-Cooper-Schreiffer) 
reduced Hamiltonian and coupled by the 
momentum conserving Josephson pair tun- 
neling term, HI, which we write as 

where ct): is the electron creation operator, 
pertaining to the layer (i) , of wave vector k 
and spin and h.c. is the Hermitian 
conjugate. This description is applicable to 
two-layer compounds, such as YBCO, two- 
layer Bi2212, or T12212; the extension to 
other types of layered materials is straight- 
forward. 

The effective Hamiltonian H, is to be 
J 

understood in the context of renormaliza- 
tion group theory. At high energies, of the 
order of the bandwidth, the microscopic 
Hamiltonian should be well described by 
the band theorv that couwles the lavers bv a 
single particle batrix element, t, (k), akd 
clearlv conserves the wave vector k. As the 
degrees of freedom are integrated out start- 
ing at the band edge, the term HJ is gener- 
ated. One also generates, in addition, a 
particle-hole pair hopping term that would 
be imwortant if we were to describe the 
magnetic ordering in these systems. Thus, 
the symmetry of the coefficient in Eq. 1, 
Tl(k), is dictated by the symmetry of t, (k) 
calculated from band theory. For simplicity, 
we choose TJ(k) = t,(k)llt. We believe 
that this is approximately correct in magni- 
tude as well and is certainly what one gets 
from a second-order perturbative renormal- 
ization group analysis. This is also support- 
ed by the fact that HJ reproduces the 
Josephson energy in conventional super- 
conductors. To see this, it is necessary to 

evaluate it only in first-order perturbation 
theory, for simplicity at T = 0. The result 
differs from the conventional answer bv a 
numerical factor close to unity. We do not, 
however, attempt to continue this pertur- 
bative renormalization group analysis all 
the wav to the Fermi enerm because the -. 
perturbative analysis must eventually break 
down. Instead, we consider the effective 
Hamiltonian, Hj, generated from a partial 
integration of the degrees of freedom as the 
starting point of our mean-field theory. 
Finally, we note that as long as the Cou- 
lomb interaction is well-screened, the ver- 
tex corrections to HJ are unimportant. All 
other effects involving Coulomb interac- 
tions are included in the Coulomb pseudo- 
potential parameter, p*, as in BCS theory. 

From the BCS mean-field theory the gap 
in the quasiparticle spectrum is derived to 
be 

where b; = (cLr c?kj). We have considered 
the solution b f )  = bf)  = b k. Th  e attrac- 
tive kernel Uk,k, is assumed to be due to 
electron-whonon interaction but could be 
due to other mechanisms. The sum over k t  
is cut off at an energy wD from the Fermi 
energy, where wD is of the order of the 
Debye energy. It is crucial, however, that 
the first term on the right-hand side of Eq. 
2 is local in k. In fact, the striking proper- 
ties of this gap equation would not follow if 
this term were smoothed out in the momen- 
tum space over a range comparable to the 
second term. As stated above, the locality 
follows from the conservation of the paral- 
lel momentum. The role of disorder and 
inelastic scattering clearly deserves further 
study, but we believe that k is a good 
quantum number, at least close to T,. 

The self-consistent equation for bk is 

where bk = A(k)x(k) , and the pair suscep- 
tibility, ~ ( k ) ,  is (1/2Ek) tanh(Ek/2T). The 
quasi article s ectrum is given by Ek = 

,P,--p, A(k) + ~ ( k )  , where, from now on, 
~ ( k )  will be measured from the chemical 
potential E ~ .  

Consider first a TJ(k) = TJ, independent 
of k (1). With the simplification that Uk,k, 
= -V, (le(k)l, le(kr)l < w,), we see that 
as A = Nn(0)V + 0 [N,(O) is the normal 
state density of states at the Fermi energy], 
Tc - TJ14 = (A11 - A) (TJ/4). The transi- 
tion temperature T, tends to Tl/4 even 
when A - 0. Moreover, the phonon en- 
hancement is linearly proportional to A, in 
contrast to Tc ;=: w,e-'l"n the weak 
coupling BCS theory. Of course, in the 
same limit, we expect strong fluctuation 

effects in k-space, which will act to reduce 
the mean field transition temperature. 
These k-space fluctuations are easily seen in 
the pseudospin formalism (12). However, 
when TJ is small, we recover the BCS 
result. As in BCS, the repulsive screened 
Coulomb interaction modifies this simwle 
result. The expression for the Coulomb 
pseudopotential, p* is different, however, 
and is p* ;=: p[1 + p lnl&,/(w, - TJ/2)I]-', 
where p, is the Coulomb matrix element 
times the densitv of states. 

Consider the anisotropic equation. The 
principal symmetry oft, (k) is evident from 
the electronic structure calculations. The 
two-dimensional bands of the two layers 
touch along the line joining TM. The point 
M corresponds to (.rrla,.rrla). The largest 
splitting of the hybridized bands of the two 
layers is seen to be at the point X, which is 
(.rr/a,O). For clarity, we have chosen the 
special point notation for a two-dimension- 
al square lattice, instead of the face-cen- 
tered tetragonal notation. (Small ortho- 
rhombic distortions in these materials are 
unimportant for our discussion.) Thus, if 
we choose 

t 1 
t , (k) = - [cos(kxa) - cos(k,a)12 (4) 4 

we can reproduce the qualitative features of 
the Fermi surface quite well; the magnitude 
t, is in the range 0.1 to 0.15 eV (1 1) which 
is also consistent with the magnetic neu- 
tron scattering experiments (1 3). This leads 
to Tj(k) = (TJ/16) [cos(k,a) - cos(ha)l4, 
where TI = tilt.  Note that the choice 
[cos(k,a) - cos(k,a)] will not agree with the 
calculated band structure, nor would the 
choice Icos(k,a) - cos(k,a) 1 ,  which would 
produce unwanted cusps in the spectrum. 
We have also verified the correctness of our 
choice from a tight-binding calculation. 

Solving Eq. 3 at T = 0 gives 

where A. = VZ,, A(k')x(kl)O[wD - 
I~(k ' ) l ]  must be calculated self-consistently 
from the full solution A(k). To gain some 
insight, consider the solution on the Fermi 
surface 

We see several important features: (i) the 
gap is highly anisotropic, but has the full 
symmetry of the crystal. Note that A, is not 
a BCS gap; it contains the enhancing effect 
of Tl(k) . (ii) The anisotropy is quadratic in 
t,, and therefore the gap rapidly acquires 
pure s-wave character as t, decreases. (iii) 
Here, unlike d-wave, the gap never changes 
sign. (iv) At the Fermi surface points &kx, 
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Fig. 1. Anisotropic gap A(k) in 
electron volts as a function of k@ 
and kp at T = 0, with A = 0.31 (A, 
= 0.003 eV), T, = 0.03 eV = 
IOA,, and E, = -4t' = -0.45 eV, 
corresponding to an electron 
Fermi surface closed around r. 
For clarity of visualization we have 0.01 
omitted the factor 8[o, - I~(k)l], 
which multiplies the gap. 

= +kyF, TJ(kF) = 0, and the gap attains its 
smallest value A,. (v) For a Fermi surface 
closed around the point r (E, I -4t1), the 
maxima of the gap are in the directions 
(1,O) and (0,l). The maximum value of the 
gap is obtained when the Fermi surface 
includes the points (da ,  0), (0,  la) and is 
TJ/2 + A,. For larger electron fillings, when 
the Fermi surface is not closed around the 
point r and does not include the maxima in 
TJ(k), a more complicated structure devel- 
ops, with the maxima in off-symmetry di- 
rections. 

We now focus on an electron Fermi 
surface closed around the r point which 
corresponds to recent experiments on 
Bi2212 (2). Along the directions (0, 1) or 
(1, O), the gap on the Fermi surface is given 
bv 

Thus, it is not difficult to obtain anisotro- 
pies similar to those seen in experiments. 

Clearly, the gap anisotropy on the Fermi 
surface is sensitively dependent on doping. 
From numerical solutions we have explored 
the structure of the gap for a range of 
parameters; a typical example is shown in 
Fig. 1. Because it is not possible to detect 
the sign of the gap in angle-resolved pho- 
toemission spectroscopy, it is necessary to 
explore the structure of the gap in more 
detail and precision, if it is to be distin- 
guished fr& a d-wave gap. 

We next turn to a brief discussion of the 
superconducting density of states, N,(o) = 
f Xk 6(0 - E,), obtained from the 
quasiparticle spectrum Ek at T = 0. We 
have calculated N,(o) for a variety of pa- 
rameters; an example is shown in Fig. 2. 
The low-energy features are as follows. At 
the lower gap edge, A,, N,(o) has a step 
discontinuity if TJ # 0, which can be 
proven analytically. There are also logarith- 
mic singularities (proven analytically) at 
higher energies (see Fig. 2) similar to the 
logarithmic singularities in the d-wave den- 

- 
Fig. 2. Density of states Ns(o)lNn(o) at T = 0 for TJ (K) 

E, = -4t' = -0.45 eV, for two sets of param- Fig. 3. Critical temperature T, as a function of 
eters: (1) T, = 0.012 eV, A = 0.29 (A, = 0.003 T,; W, = 0.02eV: (A) E, = -4t' = -0.45 eV, Nn 
eV); (2) T, = 0.03 eV, A = 0.25 (A, = 0.003 eV). = 2.5leV-spin, A = 0.625; (0) E, = -4t' = 
The numerical evaluation of the density of -0.45 eV, N,, = 2.5leV-spin, A = 0.0625; (0) E, 

states was carried out by replacing the 6 func- = -2.67t1 = -0.3 eV, Nn = 0.8leV-spin, A = 
tion by a Lorentzian of width eV. 0.2. 

sity of states. Clearly, these integrable sin- 
gularities smoothed further by the observed 
inelasticity (14) cannot give, rise to the 
Hebel-Slichter peak in the nuclear magnet- 
ic relaxation rates. The absence of the 
Hebel-Slichter peak is an important distin- 
guishing feature of the high-temperature 
suverconductors. 

The critical temperature Tc can be de- 
termined from Ea. 3. Note that one can 
obtain a lower bound on Tc by neglecting 
the phonon enhancement term in the gap 
equation. We find Tc r [TJ(k)/4],,. 
When the Fermi surface is closed around r 
(that is, I -4t1), this leads to 

However, when the Fermi surface is open 
around r (that is, 2 -4tf), we find 

Remarkably, the lower bound, Tc = TJ/4, 
when = -4t1, is identical to the isotro- 
pic estimate when TJ > > V. The numerical 
evaluation of Tc is shown in Fig. 3 for 
typical sets of parameters. 

It is clear from above that Tc is highest 
(not only the lower bound) when = -4t1 
but falls away from this doping. A high 
value of Tc is obtained when the maxima of 
TJ(k) are included within the shell 20, of 
the Fermi surface, and has nothing to do 
with the existence of van Hove singularities 
in the densitv of states. Note that the lower 
bound does not even involve the density of 
states at the Fermi surface. For lower Tc 
materials, TJ plays a less important role and 
Tc begins to be increasingly controlled by 
the phonon coupling, thereby reaching the 
standard BCS value. Therefore, for materi- 
als with highest Tc's, TJ dominates and the 
isotope effect is expected to be small. Con- 
verselv. materials with low T-'s should ex- 
hibit ; normal isotope effec;. This is in 
agreement with our earlier isotropic esti- 
mate which showed that when TJ dominat- 
ed, even the phonon contribution, linearly 
proportional to k, is independent of isoto- 
pic substitution. On the other hand, when 
T, was small. we had the BCS result corre- 
&onding to normal isotope effect. It is now 
evident that the dispersion of t,(k) is es- 
sential in producing this crossover in the 
isotope effect. 

From the gap equation, it is possible to 
prove that as long as A, # 0, all the Fourier 
modes of A(k) vanish at the same temper- 
ature Tc. It is also important to note that a 
value of TJ = 400K used to obtain a Tc of 
the order of 100 K is an underestimate from 
what we know about t,; TJ could be as large 
as 1000 K. Of course. fluctuation effects. 
not included in our mean field theory, will 
reduce Tc. 
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In the present report we have tried to be 
as quantitative as possible for two-layer 
materials. The pairing mechanism within a 
given layer was assumed to be BCS-type 
electron-phonon interaction because we 
believe this to be the most realistic possi- 
bility. In previous work (1, 15) we gave a 
simple formula for TJ which can be used to 
generalize to other materials with variable - 
layer numbers (including single-layer com- 
pounds for which TJ characterizes the cou- 
pling between the CuO layers in adjacent 
unit cells), and have shown that it yields a 
good heuristic fit to T. versus number of - 
layers for Bi and T1 one-, two-, and three- 
laver materials as well as a mediction for 
mllayer materials. This leads ;o a near zero 
T, for Bi one-layer materials, but to a T ,  - 
60 to 70 K for T1 one-layer materials [TJ is 
considerably larger in this case (16)l. The 
fit to the recently discovered Hg-based ma- 
terials (1 7) is also satisfactory. A predic- 
tion, based on the present ideas, is that 
La2-,SrxCu04 as well as Nd2-,CeXCuO4 
should exhibit roughly isotropic gaps be- 
cause t,(k) is not very anisotropic within 
tight-binding approximation. 
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How Fish Power Swimming 

Lawrence C. Rome,* Douglas Swank, David Corda 
It is thought that fish generate the power needed for steady swimming with their anterior 
musculature, whereas the posterior musculature only transmits forces to the tail and does 
negative work. Isolated red muscle bundles driven through the length changes and stim- 
ulation pattern that muscles normally undergo during steady swimming showed the op- 
posite pattern. Most of the power for swimming came from muscle in the posterior region 
of the fish, and relatively little came from the anterior musculature. In addition, the con- 
tractile properties of the muscle along the length of the fish are significantly adapted to 
enhance power generation. 

T o  maintain a constant velocity through a 
viscous medium, a body must generate me- 
chanical power. In fish, the mechanical 
power is generated by muscle. It is thought 
that during typical swimming (caudal fin 
propulsion), most of the power is exerted 
on the water by the tail (1). Therefore, the 
power must either be generated by the 
musculature adjacent to the tail or be some- 
how transmitted to the tail. A combination 
of kinematics, electromyography, and 
mathematical modeling led to the current 
theory that there is a systematic shift in 
muscle function along the length of the 
fish. Specifically, the anterior musculature 
generates most of the power (by shorten- 
ing contractions, which produce positive 
work), and the posterior musculature only 
transmits force to the tail [by lengthening 
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contractions, in which the muscle develops 
tension but is lengthened rather than short- 
ened; this greatly stiffens the muscle (2) but 
produces negative work ( 3 ) ] .  Thus, by anal- 
ogy (4), the anterior muscle is the "motor," 
the tail is the "propeller," and the length- 
ening posterior muscle is the "drive shaft." 
Although this hypothesis is widely accept- 
ed. it has never been rieorouslv tested. - 

We therefore measured the power that 
was generated bv muscle at various  laces 
along the length of the fish. Power gener- 
ated by muscle is the product of tailbeat 
frequency and the work per tailbeat (that is, 
Fde, where F is force and e is length, 
integrated over the tailbeat cycle). Thus, in 
theory, one need only measure the instan- 
taneous force production and length change 
of the muscle during the tailbeat cycle to 
determine power production at a particular 
position on the fish. Although muscle 
length changes can be measured during 
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Woods Hole, MA 02543 to measure force production directly (fish 
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