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The Relative Roles of Sulfate Aerosols and 
Greenhouse Gases in Climate Forcing 

J. T. Kiehl and B. P. Briegleb 

Calculations of the effects of both natural and anthropogenic tropospheric sulfate aero- 
sols indicate that the aerosol climate forcing is sufficiently large in a number of regions 
of the Northern Hemisphere to reduce significantly the positive forcing from increased 
greenhouse gases. Summer sulfate aerosol forcing in the Northern Hemisphere com- 
pletely offsets the greenhouse forcing over the eastern United States and central Europe. 
Anthropogenic sulfate aerosols contribute a globally averaged annual forcing of -0.3 
watt per square meter as compared with +2.1 watts per square meter for greenhouse 
gases. Sources of the difference in magnitude with the previous estimate of Charlson 
et a/. are discussed. 

Natural and anthropogenic sulfate aerosols 
play an important climatic role in that they 
reflect solar radiation back to space (I) .  
The reflection of solar radiation back to 
space by anthropogenic sulfate, called the 
direct effect, has been estimated to have an 
annual global mean radiative forcing (2) of 
- - 1 W m-'. The direct radiative effect is 
approximately one-half of the forcing, 2.0 
to 2.5 W m-', estimated to have occurred 
as a result of increases in the concentrations 
of trace gases since preindustrial times 
(1750 to 1880) (1, 3). In addition, these 
aerosols may have an indirect effect on 
cloud albedo of up to - - 1 W mP2 (I) .  
Taken together, the estimated combined 
direct and indirect effects of sulfate aerosols 
could cancel virtually all the greenhouse 
forcing. In this article we address only the 
direct effect of sulfate aerosols because re- 
cent results indicate that the indirect effect 
has been overestimated (4). 

Understanding the climatic effects of 
sulfate aerosols requires a comprehensive 
approach that includes consideration of 
both chemical and radiative processes and 
their spatial distribution. Observations (5) 
and calculations (6) before the past 2 years 
did not directly link the chemical processes 
that determine the sulfate properties with 
the important radiative properties that di- 
rectly determine the aerosol climate forc- 
ing. In the past 2 years, significant progress 
has been made in both of these areas. In 
particular, important components required 
for the calculation of the direct effect of 
aerosol include its amount and spatial dis- 
tribution. Such calculations have only re- 
cently become available (7). 

In this article we estimate the direct 
radiative effect of sulfate aerosols and dis- 
cuss differences from earlier estimates [no- 
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tably that of Charlson et al. (1, 2)]. We also 
provide a regional comparison of the rela- 
tive forcing from greenhouse gases and sul- 
fate aerosols. 

Model Calculations 

Earlier regionally specific direct forcing es- 
timates (2) were derived from a s im~le  . , 
two-layer radiation model. In this model, 
the measure of the efficiencv of visible 
radiation scattered back to space (backscat- 
ter fraction) and the efficiency of scattered 
visible radiation in the atmosphere (extinc- 
tion optical depth) was obtained from field 
observations. The data for these two impor- 
tant aerosol optical properties were based 
on seuarate sets of observations. The earlier 
estimate also used spatially averaged solar 
insolation, surface properties, and relative 
humidity (RH) . 

To account accurately for spatially de- 
pendent effects, we used a three-dimension- 
al (3D) diagnostic model to calculate the 
radiative forcing resulting from a number of 
greenhouse gases and the sulfate aerosols. 
The horizontal resolution of the model was 
2.8" by 2.8" (roughly 300 km), and there 
were 18 vertical levels. The model used 
monthly mean 1989 analyzed temperature 
and moisture fields from the European Cen- 
tre for Medium Range Weather Forecasting 
(ECMWF) (8). Vertical distributions of 
clouds are not readily available, so we ob- 
tained cloud amounts from a general circu- - 
lation model simulation of the National 
Center for Atmospheric Research (NCAR) 
Community Climate Model (CCM2). 
Cloud cover was specified for each grid 
point and diagnostic model level. The 
cloud cover in each layer has been renor- 
malized such that the total globally aver- 
aged cloud cover agreed with observations 
(9). This normalization ensured a cloud 
amount identical to that of Charlson et al. 

(2). The liquid water path and effective 
radius of cloud droplets were also obtained 
from CCM2. Calculated shortwave flux 
accounts for the diurnal cycle of solar radi- 
ation. All calculations were performed for 
each month of the year, and then results 
were averaged over the annual cycle. 

The model requires calculations of both 
the shortwave and the longwave fluxes, 
both of which reauire several assum~tions. 
The shortwave radiative flux was obtained 
from a 6-Eddington model (10) with 18 
spectral intervals (0.2 to 5 km). The opti- 
cal properties of clouds were specified for 
each of the 18 spectral intervals; the optical 
properties for the sulfate aerosols are dis- 
cussed below. 

The longwave radiation model (I 1) ac- 
counted for the radiative effects of H20 ,  
CO,, and 0, as well as the effects of CH4, 
N 2 0 ,  CFC-11, and CFC-12 (CFC, chloro- 
fluorocarbon). The changes in total radia- 
tive flux caused bv increases in the trace 
gases as predicted by the model agree to 
within 0.2 W m-' with more detailed 
calculations. Cloud emissivities depend on 
the specified liquid water distribution of the 
cloud. The longwave effects of the sulfate 
aerosol were not considered because we 
assumed that the aerosol laver is confined to 
the lowest = 1 km of the atmosphere. Thus, 
there was little temDerature difference be- 
tween the aerosol layer and the surface 
temperature and, hence, little greenhouse 
effect. 

Direct Effect of the 
Sulfate Aerosols 

The direct climate forcing of the sulfate 
aerosol is a result of increased reflection of 
solar radiation back to space. To calculate 
this change in net incoming solar radiation, 
we needed to specify the radiative proper- 
ties of the aerosol and the amount and 
spatial distribution of sulfate in the atmo- 
sphere, that is, the sulfate burden. The 
radiative properties consisted of three fac- 
tors: (i) the extinction per unit mass, the 
so-called specific extinction (1 2), Pe; (ii) 
the single scattering albedo, oo, which 
defines the absorbing efficiency of the par- 
ticles; and (iii) the asymmetry parameter, g, 
which is a measure of the amount of radia- 
tion scattered toward Earth's surface rela- 
tive to that scattered back to space. Values 
of g range from - 1 (complete backward 
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scattering) to + 1 (complete forward scat- 
tering). 

These optical properties can be evaluat- 
ed from standard Mie theory once the index 
of refraction (which depends on the chem- 
ical composition) and size distribution of 
the aerosol have been determined. We 
assumed that the size distribution for the 
aerosols was log-normal (1 3). The geomet- 
ric mean radius by number T,, was specified 
as equal to 0.05 pm; the geometric standard 
deviation u, was 2.0. These values imply 
that the geometric mean diameter by vol- 
ume (DGV) is 0.42 pm, which falls within 

Flg. 1. (A) Dry air sulfate specific extinction (in 
square meters per gram) as a function of wave- 
length (in micrometers). (6) Single scattering 
albedo, o,, and asymmetry parameter, g, as a 
function of wavelength. 

the range of observational data (0.37 to 
0.44 pm) for sulfate aerosols (1 3, 14). The 
index of refraction for the sulfate aerosol 
was based on data in (1 5). These data give 
the index of refraction for a range of wave- 
lengths. We assumed that the aerosol con- 
tained 75% H2S0, and 25% H20 (1 6). 

The aerosol specific extinction *=(A) for 
a given wavelength A is obtained from 

tion (Fig. 1A) exhibits a strong spectral 
dependence. In the visible region, ge de- 
creases as the exponent (the ang- 
strom coefficient) of 1.1 agrees well with 
observations. The variation of w, (Fig. 1B) 
indicates that the sulfate aerosols are non- 
absorbing in the visible spectral region. The. 
asymmetry parameter decreases monotoni- 
cally in the near infrared region (A = 1 
um) . 

where integration is over the particle radius 
T; Q,(A,r) is the Mie extinction efficiency 
parameter; n(r) is the log-normal size distri- 
bution; and b, is the fraction of fine- 
particle mass that is sulfate. Observations 
suggest that this fraction is between 55 and 
65% (17); we therefore used 60%. The 
sulfate dry particle density p, is assumed to 
be 1.7 g cm-' (13). 

The parameter f(RH) accounts for the 
dependence of particle size on RH; RH is 
defined as the boundary layer RH. In- 
creased RH results in larger particles, which 
scatter more radiation. The form of this 
function was obtained from a fit to obser- 
vations of the ratio of light scattering at a 
relative humidity RH to the scattering at 
RH = 30% (18). We evaluated f(RH) from 
the ECMWF temperature and specific hu- 
midity data at each grid point. The regional 
variation of f(RH) is quite large (roughly a 
factor of 3) because of the regional varia- 
tion in RH. The remaining optical param- 
eters, wo and g, are determined from the size 
distribution n(r) (1 9). These optical prop- 
erties should also be scaled by a relative 
humidity factor (20), but observational 
data are lacking on the exact functional 
dependence. We therefore did not explic- 
itly include this relation. 

The calculated sulfate specific extinc- 

' 
h e  final quantities needed to calculate 

the direct effect of the aerosol are the 
amount and spatial distribution of the sul- 
fate aerosol. We used monthly mean sulfate 
abundances from (2, 7). Sulfate disnibu- 
tions were obtained from a 3D chernical- 
transport model (7). We assumed that the 
total sulfate burden is well mixed in the 
boundary layer [that is, approximately the 
lowest 1 km of the atmosphere (2 I)]. 

The calculated annual mean change in 
absorbed solar radiation due to anthropo- 
genic and total (natural + anthropogenic) 
sulfate aerosols, respectively, shows a pro- 
nounced spatial pattern (Fig. 2). This pat- 
tern agrees well with that determined by 
Charlson et d. (2). However, the magni- 
tude is generally less by a factor of 2, as seen 
in the globally averaged results (Table 1). 
The largest anthropogenic forcing is located 
over the eastern United States, southeast- 
ern Europe, and eastern China. These large 
forcing values are a direct result of the large 
sulfate burdens for these industrial regions. 
There is also a large forcing in Africa 
related to a local maximum in sulfate in this 
region (7). In general, the anthropogenic 
forcing dominates the natural forcing, ex- 
cept in oceanic regions. 

To identify the sources of the difference 
in magnitude with the results of Charlson et 
d. (2), we carried out forcing calculations 
using both our method and their method. 
The analysis revealed that roughly half of 
the difference is due to the fact that Charl- 

Flg. 2. Annual mean direct forcing (in watts per square meter) resulting 
from (A) anthropogenic sulfate aerosols (global = -0.28 W m-2) and (B) anthropogenic plus natural sulfate aerosols (global = -0.54 W m-2). 
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son et al. (1, 2) assumed a constant specific 
extinction (qe = 5 m2 g-' for low RH 
conditions). Figure 1A indicates that this 
value is valid only for visible wavelengths. 
Although Ye is larger for wavelengths of 
less than 0.55 pm, there is little near- 
surface solar radiation available at these 
wavelengths. For wavelengths greater than 
0.55 pm, qe decreases rapidly and hence 
leads to smaller aerosol forcing. A second 
source of difference results from differences 
in the asymmetry parameter. Charlson et al. 
(2) used a g value of 0.52 (22), whereas our 
visible value was 0.69. If we had used a g 
value of 0.52, our direct forcing would have 
increased by 25%, which is in better agree- 
ment with their results. However, the value 
of g cannot arbitrarily be decreased without 
decting qe. Calculations show that, ifg is 
reduced by 25%, qe decreases by more than 
a factor of 2. These changes compensate 
one another such that the total forcing 

changes by only a few percent. Our calcu- 
lated optical properties are self consistent 
because they are determined by an assumed 
size distribution and chemical composition. 
Present observations are insufficient to de- 
termine why calculated and observed g and 
qe values disagree. 

The dependence of the forcing on these 
optical properties is also dependent on as- 
sumptions about the chemicophysical na- 
ture of the sulfate aerosol. Chemical prop- 
erties determine the refractive index of the 
aerosol, which can alter the optical proper- 
ties. For example, with surface sources of 
ammonia (NH,), the dominant chemical 
form of the sulfate aerosol may be ammoni- 
um sulfate [(NH4),S04], not acidic sulfate 
(H2S04 or NH4HSO$ (1 7, 23). The real 
part of the refractive index of ammonium 
sulfate is 6% larger than that of H2S04 
(24). This increase in refractive index leads 
to a 25% increase in Ye and a 6% decrease 
in g. However, the f(RH) of ammonium 
sulfate, unlike that of acidic sulfate, is equal 
to 1 for RHs below 80% (25). Values of RH 
over land from the ECMWF data are gen- 
erally less than 80% (even in summer). 
Thus, although f(RH) is equal to 1.7 to 1.8 
over land for H2S04, it is equal to 1 for 
ammonium sulfate. This difference in 
f(RH) leads to an ammonium sulfate forc- 
ing that is only 5% larger than the H2S04 
value. 

Chemicophysical processes can also af- 

fect the size distribution of the sulfate par- 
ticles. To indicate the dependence of the 
physical characteristics of the aerosol on 
direct forcing, we calculated the globally 
averaged direct radiative forcing as a func- 
tion of the width of the particle size distri- 
bution (Fig. 3). The results indicate that, 
for a 25% decrease (increase) in the width 
of the size distribution, the direct forcing 
increases (decreases) by roughly 14%. We 
assumed that the particles are represented 
by a single log-normal size distribution, but 
accurate representation of aerosol distribu- 
tions typically requires two or more log- 
normal distributions. The addition of dif- 
fering size distributions can also dect the 
optical properties (26). 

These sensitivity studies indicate that 
our direct sulfate forcing could be altered 
bv + 10% as a result of variations in size or 
chemical composition. The actual magni- 
tude and spatial distribution of the sulfate 
forcing depend on the spatial distribution 
of a number of chemical and physical 
processes. To define better the direct forc- 
kg due to sulfate aerosols, more compre- 
hensive and simultaneous observational 
data are needed on the chemical, physical, 
and radiative properties of the aerosol. 
These data are needed for a range of 
different geographic locations because the 
sulfate characteristics are no doubt linked 
to the chemical environment (for exam- 
ple, NH, sources). 

1 . , . . . . . . . . . . . , . 1 Tabk 1. Area-averaged direct sulfate forcing (in watts per square meter) due to sulfate aerosols. -0.35 
1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 Values in parentheses are the estimates from (2). 

- 
Flg. 3. Globally averaged direct sulfate forcing Location Natural Anthropogenic Total 
(in watts per square meter) as a function of the Northern Hemisphere -0.29 (-0.50) -0.43 (-1.07) -0.72 (-1.57) width of the particle size distribution, u,, for four Swthem Hemisphere -0.25 (-0.35) -0.13 (-0.11) -0.38 (-0.46) 
geometric mean diameters (DGV = 0.2. 0.3. -0.26 (-0.42) -0.28 (-0.60) -0.54 (-1.02) 
0.4, and 0.6 km). 

Flg. 4. (A) Annual averaged greenhouse forcing (in watts per square 
meter) from increases in CO,, CH,, N,O, CFC-11, and CFC-12 from averaged greenhouse forcing plus anthropogenic sulfate aerosol forcing 
preindustrial time to the present (global = 2.1 W m-2). (6) Annual (in watts per square meter) (global = 1.8 W m-2). 
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Relative Role of Direct 
Sulfate Forcing 

Despite our smaller forcing values compared 
with those of Charlson et al. and also the 
uncertainties in the direct sulfate forcing 
due to uncertainties in the chemical and 
physical characteristics of the aerosol, the 
regional changes in the absorbed solar radi- 
ation (Fig. 2) are quite significant compared 
with the trace gas greenhouse effect. To 
understand these changes, we compare this 
negative forcing of the climate system with 
the positive forcing caused by increases in 
greenhouse gases. 

Most estimates of the climate forcing 
resulting from increased greenhouse gases 
have been given for either global mean 
averages or perhaps zonal averages (2 7-29). 
Although these calculations are useful for 
estimating the potential climatic effects for 
increases in these gases (CO,, CH4, N20,  
or halocarbons), they do not indicate the 
magnitude of the regional variations of this 
forcing. We thus calculated the spatial dis- 
tribution of the change in the net longwave 
flux at the tropopause level (3) for the trace 
gas increases from preindustrial to present 
gas concentrations. These values are those 
defined by the Intergovernmental Panel on 
Climate Change (IPCC) (30). Preindus- 
trial values are as follows: CO,, 280 parts 
per million by volume (ppmv); C H ~ ,  0.8 
ppmv; N20,  0.288 ppmv; CFC-11, 0 ppbv; 
and CFC-12, 0 ppbv. Present values are as 
follows: C02,  353 ppmv; CH,, 1.72 ppmv; 
N20, 0.310 ppmv; CFC-11, 0.28 ppbv; 
and CFC-12, 0.484 ppbv. We did not 
include a lower stratospheric 0, reduction 
in our greenhouse forcing estimates (29), 
nor did we include forcing from other 
CFCs. 

The annual averaged change in green- 
house forcing (Fig. 4A) resulting from an 
increase in trace gas levels from the prein- 
dustrial time to the present varies with 
location by a factor of 5, with the largest 
forcings occurring in warm dry regions. In 
these regions the spectral overlap of water 
vapor with the greenhouse gases is small, 
and the difference between the surface tem- 
perature and the atmospheric temperature 
is greater, which enhances the greenhouse 
effect. Tropical regions where the degree of 
cirrus cloud cover is large are regions of 
small forcing because of the shielding effect 
of these high clouds. The globally averaged 
change in forcing from preindustrial times is 
2.1 W mP2, similar to previous estimates 
(3). 

The change in forcing for the preindus- 

trial period to the present (Fig. 4B) is the 
combined effect of greenhouse (Fig. 4A) 
and anthropogenic sulfate aerosol forcing 
(Fig. 2A). In the Northern Hemisphere 
there are regions over land where the aero- 
sol effect is actually larger than the green- 
house effect. Thus, a net negative forcing 
occurs in very local regions of the eastern 
part of the United States, south central 
Europe, and eastern China. In Northern 
Hemisphere summer, because of greater 
solar insolation, the region of negative forc- 
ing extends over the eastern half of the 
United States. The region of negative forc- 
ing in eastern Europe is also larger in 
summer. 

Relevance to Other Aerosol Studies 

A number of these conclusions can be 
generalized to the problem of the climatic 
effects of other aerosols. In particular, in 
recent estimates of the climate forcing due 
to smoke (3 1 ) , aerosols use the same simple 
radiative model of Charlson et al. (2), 
where the aerosol specific extinction is as- 
sumed to be independent of wavelength. 
Most aerosols exhibit a decrease in extinc- 
tion with wavelength. Thus, the radiative 
effects of smoke have probably been over- 
estimated. A detailed analysis such as the 
present one for sulfate aerosols would reveal 
to what extent these effects have been 
overestimated. The remaining aerosols of 
im~ortance are those com~osed of elemen- 
talcarbon. Estimates of thi  spatial effects of 
these aerosols on the climate system are 
urgently needed. 
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