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Suspensions of polarizable particles in nonpolarizable solvents form fibrillated structures 
in strong electric fields. The resulting increase in viscosity of these "electrorheological" 
fluids can couple electrical to hydraulic components in a servomechanism. The physical 
properties of these fluids are unusual owing to the long-range, anisotropic nature of the 
interparticle forces. Immediately after the electric field is applied, elongated chains or 
columns of particles form parallel to the field. This structure then coarsens as a result of 
thermal forces between the columns. In shear flows, fluids show yielding behavior at low 
stresses followed by shear-thinning behavior at higher stresses. 

Electrorheological (ER) fluids are colloidal 
suspensions whose properties depend 
strongly and reversibly on the electric field. 
When fields are applied to these fluids, they 
respond by forming fibrous structures paral- 
lel to the applied field (Fig. 1). These fibers 
in turn greatly increase the viscosity of the 
fluid, by factors as high as lo5. This inter- 
play of electric fields, pattern formation, 
and viscosity is the key to both the engi- 
neering and the scientific importance of 
these fluids. 

Electrorheological phenomena, some- 
times referred to as the "Winslow effect," 
were first reported in detail by Willis Wins- 
low in 1949 (1). He reported the following 
features of suspensions of silica gel particles 
in low-viscosity oils. 

1) In an electric field of magnitude on 
the order of 3 kVImm, the suspensions 
show a tendency to fibrillate, and highly 
elongated condensed structures of particles 
form parallel to the field. 

2) A force proportional to the square of 
the electric field is necessary in order to 
shear the fluid between the electrical plates. 
Thus, at low shear stresses, the system 
behaves like a solid. 

3) At stresses greater than this yield 
stress, the fluid flows like a viscous fluid, but 
with a large viscosity, again proportional to 
the square of the electric field. 

These results of Winslow anticipated 
the three main themes of the study of the 
macroscopic properties of ER fluids: (i) 
structure formation in these fluids; (ii) 
yield stresses, or forces at which the be- 
havior of the fluid changes from solid-like 
to liquid-like; and (iii) the viscous behav- 
ior of the fluid beyond the yield stress. 
Microscopic studies have concentrated on 
understanding the nature of the electrical- 
ly induced forces between colloidal parti- 
cles and on the synthesis of improved 
fluids for the purposes either of scientific 
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.studies or of applications. It is the devel- 
opment of greatly improved fluids that has 
reawakened interest in this field in the 
past decade. 

With ER fluids, it is possible to revers- 
ibly change the stress transmitted by a fluid 
over a large range. In order to take advan- 
tage of fast information processing in me- 
chanical engineering, it is necessary to have 
a fast interface between an electric circuit 
and the mechanical response of a system. 
The ER response is extremely rapid; al- 
though full structure formation after the 
application of an electric field can take 
several seconds, the viscosity increases sig- 

Fig. 1. (A) Isotropic suspension in the absence 
of an electric field. (B) Fibrillated structures in 
an electric field. Chains or columns of particles 
can be observed aligned with the electric field. 
The size of the particles is 0.7 pm. [Photos 
courtesy of J. E. Martin and J. Odinek, Sandia 
National Laboratories] 

nificantly over a time scale of lo-' s. 
Practical devices that might be designed on 
the basis of this effect include variable- 
differential transmissions, shock absorbers, 
variable flow pumps, and other kinds of 
control devices (24) .  

A key design consideration is the 
amount of energy to be dissipated in the ER 
fluid itself. One of the most difficult tasks in 
the synthesis of ER fluids is the creation of 
fluids with properties that are stable over a 
large temperature range. Thus, applications 
such as clutches, in which a great deal of 
energy must be dissipated in the fluid, are 
intrinsically more challenging (and less 
likely to be attained soon) than control 
devices in which little energy is to be 
dissipated in the fluid. An intermediate 
case is the shock absorber. The response 
time of ER fluids is fast enough to make 
possible, at least in principle, active suspen- 
sion systems in which the shock absorber 
characteristics are varied over short times to 
absorb the impact (of a New York City 
pothole, for example) in an optimal way 
(5). Fluids that can be used in shock ab- 
sorbers will probably be synthesized within 
the next few years. 

A crude model of the origin of the ER 
effect is shown in Fig. 2A. Suppose that the 
dielectric constant of the suspended parti- 
cles is larger than that of the solvent. An 
electric field then polarizes the particles, 
leading to the appearance of induced charge 
at the particle surfaces. This charge creates 
a dipolar field around the particle, which 
can be modeled as a simple dipole moment 
d = p$E, where p is an effective polariz- 
ability of the particle, sd is its radius, and E 

Fig. 2. (A) A particle whose dielectric constant 
is mismatched with the surrounding medium 
develops a dipole moment as a result of its 
polarization in an electric field. (B) Two such 
particles attract if they are arranged along the 
electric field direction or (C) repel if they are in 
the plane normal to the electric field direction. 
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is the electric field. The interaction energy 
u between two such polarizable particles is 
given by 

where r is the distance between the parti- 
cles and 0 is the angle between the vector 
connecting the two particles and the elec- 
tric field direction. 

The force between two polarized parti- 
cles, which can be obtained by differentiat- 
ing Eq. 1, has two important features. In 
the first place, it is long-range, decaying as 
a power law rP4, unlike the short-range 
interactions between particles more com- 
mon in condensed matter or colloidal phys- 
ics. In the second place, it is strongly 
anisotropic. Particles aligned along the field 
(Fig. 2B) attract one another, whereas par- 
ticles in a plane perpendicular to the field 
(Fig. 2C) repel one another. There is a 
critical angle 0, such that, if the angle 0 
satisfies 0 < 0, = 55", then the interaction 
will be attractive; if 0 > 0,, the interaction 
will be repulsive. The force is proportional 
to the square of the dipole moment d2; thus, 
it is proportional to E2. 

Several effects modify this situation in 
real fluids. For particles within a distance 
-rd of one another, where rd is the particle 
radius, higher order multipolar interactions 
will be as important as the simple dipolar 
interaction (6). Furthermore, if the solvent 
is conducting at all, it will move charges to 
the particle surfaces in an attempt to screen 
the induced charge (7-9). This results in 
the same type of polarization as for dielec- 
tric spheres in a nonconducting fluid. The 
charges in the solvent around the   articles 
leadYto effective dipole moments'for the 
particles, at least at long distances. Thus, 
theories formulated on the basis of dielec- 
tric constant mismatches have been quali- 
tatively successful in describing the physics 
of the suspensions, even in the presence of 
finite conductivitv solvents. If a hieh-fre- 
quency alternating electric field is aiplied, 
then there is not sufficient time in one cycle 
for charges to move from the solvent to the 
particle surfaces, and the dielectric polar- 
ization is indeed the source of the dipolar 
interactions. 

The original slurries used bv Winslow 
were too aubrasive to be compatible with 
hydraulic pumping technology. In the early 
1980s J. Stangroom and a group associated 
with Sheffield University in England devel- 
oped a class of ER fluids made from ionic 
polymers with greatly improved properties 
(1 0). However, a further practical problem 
arises from absorbed water. Until recently, 
a large dielectric or conductivity mismatch 
was obtained between the particles and the 
solvent as a result of water absorbed in the 
particles. As regards applications, this is 
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Fig. 3. Because the electrodes are at fixed 
potential, a chain of particles is accompanied 
by an image chain extending to infinity in both 
directions. 

not a very attractive procedure: at high 
temperatures the water will tend to evapo- 
rate and the ER effect will be lost. More 
recentlv. anhvdrous fluids (with no ab- 
sorbed bater) have been developed by the 
groups of Block at the Cranfield Institute of 
Technology (United Kingdom) and Filisko 
at the University of Michigan (1 1). These 
"third generation" ER fluids are very prom- 
ising for future applications. 

In this DaDer I will review structure . . 
formation, coarsening, and flow behavior of 
ER fluids. Structure formation takes place 
in two distinct phases. In the first, which 
takes place over an aggregation time scale 
t,, chains or columns of particles form 
parallel to the field and span the distance 
between the walls of the cell. In the second 
phase, which is characterized by a time 
scale t, >> t,, these chains or columns 
slowly drift together, leading to a coarsen- 
ing of the fibrous structure. After an arbi- 
trarily long time, all of the chains (and thus 
all of the particles) in the fluid would be 
seen to aggregate into one mass. The force 
that drives the coarsening is a novel effect, 
originating in the Brownian (thermal) mo- 
tion of the particles. In shear flows, the 
fibers no longer span the cell; one can 
determine their size by balancing hydrody- 
namic and electrical forces. 

Structure Formation 

Because of the anisotropy of the forces 
between individual particles, it is likely that 
chains of particles will form parallel to an 
applied electric field (Fig. 1). These chains 
are seen in experiment and typically span 
the entire distance between the electrodes. 
One can estimate the time for these chains 
to form by balancing the electrical forces 
against the viscous resistance of a solvent of 
viscosity po. The typical aggregation time 

that is then obtained is t, - po/E2. This has 
been confirmed by Ginder and Elie, who 
observed this time scale for structure forma- 
tion by multiple light scattering in a com- 
mercial ER fluid sample (12). They also 
observed a low-frequency (of the field) re- 
gime where aggregation time is inversely 
proportional to E, which seemed to arise 
from electrophoretic effects. 

In addition to single chains, structures of 
several chains aggregated into roughly 
right-circular columns are also seen. It thus 
appears that the individual chains attract 
one another. This seems paradoxical: be- 
cause the dipolar forces are repulsive for 
particles situated in a plane normal to the 
electric field, it might be expected that 
individual chains would repel one another. 

However, this neglects the long-range 
nature of the force. A particle experiences 
the forces not only of a few particles in an 
adjacent chain but of the entire chain. 
Furthermore, just as an electric charge near 
a conducting surface has an image charge 
on the other side of the surface whose 
contribution should be included in comout- 
ing the field, a chain of particles ha; an 
image chain that extends to infinity in both 
directions (Fig. 3) because of the presence 
of fixed-potential electrodes (1 3). The force 
between two such chains is very different 
from that between two particles. If the 
chains are displaced with respect to one 
another by a distance z in the direction 
~arallel to the field and the distance be- 
tween particle centers in the chain is c = 
2rd, then the force F between two chains of 
physical length L separated by a distance p 
is (14, 15) 

This force is periodic in the direction along 
the chain, owing to the image forces. Thus, 
chains in register repel one another with a 
short-range force, whereas chains out of 
register attract one another. The force also 
decays exponentially with. the transverse 
distance between the chains: a long-range 
interaction between   articles leads to a 
short-range interaction between parallel 
chains. It is likelv that the  referred state of 
a system of dipolar particles held between 
plates of fixed potential will thus be a solid 
of closely packed chains rather than a dis- 
persed set of chains. 

Electrorheoloeical effects are not seen 
Y 

for arbitrarily small electric fields because of 
the Brownian motion of the colloidal oar- 
ticles, a ceaseless random motion caused by 
the temperature of the surrounding medi- 
um. Adriani and Gast have introduced a 
parameter A that expresses the ratio of 
polarization to thermal forces (1 6) 
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where E is the solvent dielectric constant, 
k ,  is Boltzmann's constant, and T is the 
temDerature. 

Electrically determined structures are 
likely to occur only if the electrical forces 
can overcome the thermal forces. A dipolar 
solid will occur in the limit A > > 1, in 
which thermal forces are small. In the 
opposite limit (A < < I) ,  no structure 
formation is likelv. and the electric field , , 
may be treated as a small perturbation (1 7). 
For A -1, it is likely that a transition 
between these two regimes will occur; this 
criterion determines the threshold field (of- 
ten on the order of less than a volt per 
millimeter) for ER effects. 

Tao and Sun have studied the energies 
of various possible lattice structures in the 
limit A > > 1 (15. 18). Thev concluded ~, , 

that the preferred lattice strhcture is a 
bodv-centered tetragonal structure consist- 
ing of an infinite nimber of chains packed 
together. This claim has been verified in 
the experiments of Chen et al., who studied 
an ER suspension of glass spheres by using 
the transmitted Datterns of a laser beam 
(1 9). They found good agreement between 
their results and the lattice structure pro- 
posed by Tao and Sun. 

If the preferred state is a body-centered 
tetragonal lattice of unlimited extension in 
the direction perpendicular to the field, 
then one may ask why fibrillated structures 
are seen in the experiment. If the fibrillated 
structures are not the  referred state of the 
system, their origin should be explainable 
in terms of the physics of aggregation of the 
structures after an electric field has been 
applied. 

A clue to this problem is provided by the 
work of Wilson and Taylor on the shape of 
dielectric liquid droplets in an electric field 
(20). The shape of these droplets is fixed by 
the competition between two physical ef- 
fects: surface tension, which seeks to keep a 
liquid droplet spherical, and dielectric po- 
larization effects, which seek to elongate a 
droplet in the direction of an applied elec- 
tric field. This latter effect is the analoe for 

u 

a continuous system of the preference of 
two dipolar particles to align along the field 
rather than perpendicular to it. 

For a condensed droplet of colloidal 
particles, a surface tension arises from the 
short-range ordering of the particles within 
the droplet (13, 21). However, this situa- 
tion is different from that for an ordinary 
dielectric droplet: for ER fluids the energy 
scale that determines the surface tension 
varies as E2, because the polarization forces 
are the dominant forces between the parti- 
cles. Thus, the surface tension is intrinsi- 
callv comuarable to the volume oolarization 
forces, and one cannot change the ratio of 
these forces by varying the electric field, as 
was done by Wilson and Taylor. 

Because surface tension is a surface effect 
and polarization energies are a volume ef- 
fect, volume effects will likely predominate 
as the size of a droplet increases. The 
balance between these two effects was stud- 
ied by Halsey and Toor, who concluded 
that, if image forces can be disregarded, 
then the radius of a droplet in the direction 
parallel to the field (rll) is related to the 
radius in the direction perpendicular to the 
field (r,) by (1 3) 

When r - L (the distance between the 
electrodes), the droplet will begin to inter- 
act with its image droulets. It should then - 
become elongated into a column of radius R - L2f3rA1f3* 

~ h e i e  arguments, which predict a char- 
acteristic width for the fibers, no longer 
apply in the high electric field limit A > > 
1. In this limit, the growth of the con- 
densed domains is too fast to allow any 
equilibrium to be established between the 
surface energy and the polarization energy. 
There is a relaxation time t, over which the 
surface tension is relevant; i t  can be shown 
that when A >> 1, t, << t,, and the 
surface tension plays no role. For large 
values of A, it is only possible to bound R by 
R 5 LZf3rdlf3. In many experiments, the 
apparent diameter of the columns formed in 
the initial structure formation phase is close 
to that of one particle. In such cases, pure 
chains form. and the surface tension-driven 
regime discussed above is never attained. 
However. the thermodvnamic ground state 
of the system is still phaseuseparation, 
which would correspond to all of the sepa- 
rated chains coming together to form one 
agglomeration. In the next section I will 
discuss the mechanism by which this takes 
place. 

Coarsening 

The coarsening of the structure after the 
initial columns or chains have formed is 
probably not driven solely by the electric 
field, owing to the short-range nature of the 
interaction (given by Eq. 2) for structures 
parallel to the field. These chain-like or 
columnar structures are never perfect, how- 
ever. Colloidal particles exhibit Brownian 
motion, in which the random molecular 
collisions with a particle lead it to jerk 
around. Thus, the perfectly ordered colum- 
nar structures discussed above are always 
disturbed in some degree by this thermal 
motion of the dipolar particles. 

One way of studying this problem is to 
consider the electric field near a thermally 
fluctuating column. The average electric 
field decays very quickly as one moves 
away from a column; however, owing to 
the fluctuations in the positions of the 

dipoles, a much larger fluctuating electric 
field appears away from the column (14, 
22). At a transverse distance p from the 
column, the field will be primarily deter- 
mined by fluctuations (transverse or lon- 
gitudinal) of the column on a scale p. 
Although the field of such fluctuations 
decays as p-3, the dipole moment associ- 
ated with such a fluctuation is itself pro- 
portional to p. By equipartition, it is 
expected that the field energy density E2 a: 
k,T. One then obtains 

where the column radius R appears for 
dimensional reasons. A second column 
placed at a distance p from this column has 
a dipole moment per unit length propor- 
tional to PR2E. It will thus experience a 
typical force f per unit length whose order 
of magnitude will be 

This force might be either repulsive or 
attractive, depending on the exact config- 
uration of the fluctuating column. In ei- - 
ther case, it will lead to motion of the 
other column. To compute this motion, it 
is necessary to include the effect of the 
restoring force for bending of the columns, 
which involves the energy scale p2E2R3. 
This determines a characteristic length 
scale ~arallel  to the field over which the 
motion of the columns will be coherent. 
In this way, one can estimate a time scale 
t, during which columns of size R will 
collide with one another under the influ- 
ence of these fluctuating forces. A value of 
t, a: E-4f5 is obtained, which should be 
compared with t, E-'. Thus, at large 
values of A (large E),  t, >> t,, and the 
time scale for the original column or chain - 
formation is much shorter than the coars- 
ening time (23). These theoretical argu- 
ments do not apply at low values of A; 
nevertheless, thermal coarsening in the 
low-field regime. where A - 1. has been u ,  

observed in the molecular dynamics simu- 
lations of Toor (24). 

This approach can also be used to com- 
pute the characteristic width of the col- 
umns as a function of time. One obtains 

This behavior should be contrasted with 
the ordinary growth of structure in a mix- 
ture of two phase-separating liquids (spin- 
odal decomposition), for which R(t) a: t1I3 
(25). The faster growth of structure for ER 
fluids is a consequence of the long-range 
forces in these fluids. 

Qualitative observations of coarsening 
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Flg. 4. Two-dimensional light scattering patterns of a coarsening ER fluid. The vertical direction 
corresponds to scattering with a wave-vector parallel to the field, the horizontal direction to 
scattering with a wave-vector perpendicular to the field. In (A) the pattern before the field is turned 
on is shown. This pattern is isotropic. (B), (C), and @) show the development of structure after the 
field is turned on. The developing linear shape of the pattern reflects the orientation of the columns 
parallel to the electric field; the brighter areas correspond to the characteristic distance between 
these columns. These brighter areas move to positions of smaller wave-vector (larger distances) as 
time progresses. The circle at the center stops the unscattered laser beam. [Photos courtesy of J. 
E. Martin and J. Odinek, Sandia National Laboratories] 

have been reported by numerous groups. In 
the experiment of Chen et al. (19), coars- 
ening over time scales of several minutes 
resulted in the formation of 0.6-mmdiam- 
eter columns comprised of 20- to 40-pm 
~articles. 

This phenomenon has also been stud- 
ied experimentally by Martin et al. at 
Sandia National Laboratories (22). They 
used index-matched ER fluids for which 
light scattering could be used to probe the 
development of structure for times up to 
hundreds of seconds. After the field was 
turned on, they found a scattering pattern 
from a three-dimensional sample that re- 
sembled a p-lobe structure, which then 
collapsed down into the plane normal to 
the electric field (Fig. 4). This behavior 
corresponds to a very rapid formation of 
one-dimensional columnar structures over 
time scales of less than a second. Over 
time scales of tens to hundreds of seconds, 
they observed the coarsening of this struc- 
ture; the length scale R(t) corresponding 
to the maximum in-plane scattering 
obeyed R(t) a t0-4'0-' (Fig. 5 ) ,  which is in 
semiquantitative agreement with the mod- 
el described above and with Eq. 7 in 
particular. The scattering peaks that cor- 
responded to the columnar ordering were 
not Bragg peaks, but were broad peaks 
more characteristic of spinodal decompo- 

sition in their shape, although not in their 
time development. 

Ymld Stresses and Rheology 

Understank the structure of ER fluids al- - 
lows one to examine the rheological proper- 
ties that give ER fluids their practical impor- 
tance. In the standard experimental geometry 
for flow studies, there are two parallel elec- 
trodes. One electrode plate is fixed, whereas 
the other slides parallel to itself to produce a 
shear flow. As one electrode is sheared with 
respect to the other, a finite force (yield stress) 
may be necessary before the plate will move 
freely. Beyond this threshold, the restoring 
force will be determined by the apparent 
macroscopic viscosity of the suspension. If this 
viscosity deaeases as the shear rate is in- 
creased, then the fluid is said to be "shear- 
--" 

Many experiments on ER suspensions 
have o k e d  a yield stress (1, 26, 27). 
Klingenberg and Zukoski have proposed a 
simple argument in which they suggest that a 
finite shear force is necessary to destroy the 
columnar or chain-like structures (28). Con- 
sidering a chain inclined at an anae 8 to the 
electric field, one sees that beyond the angle 
9, - 55" the dipolar fmces become repulsive, 
and the structure will disintegrate. Because 
the restoring force on the stretched chain is 

Flg. 5. The development of the length scale R 
characterizing the stycture in the direction 
transvers? to the field (R a R, the typical column 
width). R is determined by a scaling fit to 
scattering data and corresponds to the inverse 
wave vector of the strongest light scattering in, 
for example, Fig. 4. The best power law fit to 
this data is R a which is significantly faster 
than spinodal decomposition, owing to the 
long-range forces. The inset shows the depen- 
dence of growth rate on electric field, which 
agrees with the theory discussed in the text. 
[Data courtesy of J. E. Martin and J. Odinek, 
Sandia National Laboratories] 

-p2EZr:, one expects a yield stress r0 

where &I is the volume fraction of the 
particles: This model assumes that the par- 
ticles are effectively pinned at the elec- 
trodes so that chains break at some distance 
from the electrodes before they detach from 
the electrodes. 

The quantitative value of this yield 
stress has been the subiect of considerable 
confusion. The value calculated from a 
simple dipolar force is significantly smaller 
than the values obtained from experiment, 
suggesting that other, short-range interac- 
tions are responsible for much of the yield 
stress. Klingenberg computed multipolar 
contributions to the yield stress and found 
values more in agreement with the experi- 
mental results (29). 

Numerous groups have been shear-thin- 
ning behavior beyond this threshold. The 
natural parameter to desaibe the hydrody- 
namic behavior of ER fluids is the Mason 
number (Mn), which desuibes the ratio of 
viscous to electrical forces, and is given by 
(30) 

where + is the (dimensionless) strain rate, 
po is the solvent viscosity, 8 is the effective 
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- Strained solid 

i 
Fig. 6. Stress T versus straln rate j for a 
Bingham plastic. A finite yield stress T, IS nec- 
essary to induce flow; beyond this threshold, 
the excess stress T - T~ is proportional to j .  

polarizability of the particles, and E is the 
solvent dielectric constant. 

Marshall et al. observed a viscous re- 
sponse that seemed to depend only on this 
combination of strain rate and electric field 
(30). Further experiments of Klingenberg 
and Zukoski also demonstrated the devel- 
opment of boundary layers in shear flows 
(28). These boundary layers consisted of 
the regions of essentially condensed parti- 
cles near the electrodes; in these regions, 
the solvent flowed with the electrode. The 
flow gradient was concentrated in a gap 
halfway between the two electrodes. By 
equating the hydrodynamic stress at the 
edge of this gap with the yield stress of the 
full ER structures, Klingenberg and Zukoski 
predicted a "Bingham plastic" type of be- 
havior, shown in Fig. 6, with the stress T 

given as a function of strain rate j by 

where p,, is the viscosity of the fluid at 
large strain rates and a is a numerical 
constant - 1. The differential viscositv 
d ~ l d j  does not vary with electric field; it is 
rather the apparent suspension viscosity, 
p,, = TI$ a Mn-', that varies with the 
field (this is the quantity that I have called 
the "viscosity" until now). The Bingham 
model accounted reasonably well for the 
observations of Klingenberg and Zukoski 
and of Marshall et al. 

An alternative model was proposed by 
Halsey, Martin, and Adolf (3 1). Consider a 
condensed droplet of dipolar particles. A 
shear flow will tend to rotate such a region; 
on the other hand. the electric field will 
exert a restoring torque that will attempt to 
restore such a "droplet" to a position paral- 
lel to the field (Fig. 7).  By balancing the 
hydrodynamic torque arising from the shear 
flow against this electrical torque, one ob- 
tains a characteristic angle between the 
lone axis of the d ro~ le t  and the electric field - 
for a droplet of any size. 

This characteristic angle increases as the 
size of the droplet increases because it be- 
comes more and more difficult for the drop- 
let to remain vertical with respect to the 
field as it extends further and further into 

Fig. 7. A dlelectrlc droplet will be rotated by a 
shear flow. Its equilibrium angle 8 will be deter- 
mined by a balance between the electrical and 
the hydrodynamic torques. 

the shear flow. If a droplet is oriented at too 
large an angle with respect to the field, it is 
no longer advantageous for such a droplet 
to form because its polarization energy is 
not sufficiently large. 

There is thus a characteristic size of 
droplet that minimizes the polarization en- 
ergy. Droplets in a shear flow are constantly 
sheared with respect to one another; in the 
process the droplets collide and agglomer- 
ate, as well as break up, constantly. It is 
thus tempting to regard the distribution of 
droplets as sufficiently ergodic that the 
characteristic droplet size is precisely one 
that minimizes the polarization energy. 
Alternatively, one can observe that the 
collision of two droplets, both much smaller 
than this size, will tend to stably lead to the 
formation of larger droplets, whereas drop- 
lets above this characteristic size will be 
unstable toward breakup into smaller drop- 
lets. Thus, it is natural to expect that this 
energetically favorable size will characterize 
the droplet distribution. Direct optical ob- 
servation of droplets in low-concentration 
shear flows confirms this suspicion. "Drop- 
lets" of a few particles have also been 
observed in molecular dynamics simulations 
of shear flow by Bonnecaze and Brady (32). 

In the droplet model, the Mason num- 
ber determines the typical angle of the 
droplets with respect to the field, as well as 
the characteristic droplet size. The angle 0 
with respect to the field is given by 

and the length 1 of the droplet is given by 

1 
- -Mn-' 
Td 

(12) 

It is then easy to estimate the viscosity of 

the suspension p,, as a function of Mn and 
the solvent viscosity ko. 

These predictions are in partial agree- 
ment with the experimental results of Hal- 
sey, Martin, and Adolf, which were ob- 
tained from the same index-matched fluids 
referred to in the discussion of coarsening 
above (31). They indeed found that P, 
scaled with a power law in j as p, a 

At relatively low electric field strengths, 
they found A = 0.68, in agreement with 
the value predicted by the droplet model. 
However, at higher electric field strengths 
they found somewhat larger values of A; at 
the highest field strength they found A = 
0.9, which is close to the Bingham behav- 
ior proposed by Klingenberg and Zukoski 
(28). This suggests that boundary layers 
may have played a role in this experiment. 
A troubling aspect of this experiment is 
that the experimenters could not fully de- 
scribe the dependence of the viscosity on 
electric field by the Mason number alone, 
implying either that thermal effects were 
relevant in these experiments (despite their 
large values of A) or that the energy scale of 
electrical interactions between the particles 
was not proportional to E2, perhaps as a 
result of charging effects in the solvent 
around the particles. 

In these experiments, no yield stress was 
observed; the fluid exhibited observable 
flow at the lowest stresses, although this 
flow declined to zero as a power law in stress 

One possible explanation for the discrepan- 
cy between this result and that of Klingen- 
berg and Zukoski and others is that the 
yield stress may depend on the ability of 
particles to bind to the surface. This would 
imply in turn that surface preparation may 
be significant in determining the rheologi- 
cal properties of the suspensions. 

Conclusions 

In this review I have outlined a picture in 
which structures form over a time scale t -  

and coarsen by means of a thermal mecha- 
nism over a time scale t,. In shear flows, an 
equilibrium is established between hydrody- 
namic and electrical forces which deter- 
mines the scale of the structures that ao- 
pear. These ideas only begin to outline the 
science of ER fluids. 

Some ER phenomena are reminiscent of 
ferrofluids, which are better understood. 
Ferrofluids are suspensions of permanently 
magnetized particles of size - 10 nm (33). 
However, in order to prevent permanent 
aggregation, ferrofluid particles have mag- 
netic interaction enereies at contact that u 

are always less than or on the order of k,T. 
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Thus, ER ~henomena resulting from the 
ability to attain large values of A will have 
no analogs in ferrofluids. Furthermore, the 
image forces that play a large role in the 
macroscopic behavior of ER fluids do not 
exist for ferrofluids, which are generally 
studied in solenoidal fields. One can impose 
pseudosolenoidal fields on ER fluids by op- 
erating at high frequencies and inserting a 
nonconducting dielectric between the elec- 
trodes and the fluid; however, no significant 
experiments have been conducted in this 
geometry. 

From both an engineering and a scien- 
tific point of view, a better understanding of 
the microscopic mechanisms of interaction 
between particles and between particles and 
electrode surfaces is needed. Such an un- 
derstanding would be very helpful in syn- 
thesizing fluids with superior properties. I 
have hardly touched on this subject in this 
review; many topics, such as the role of 
polydispersity, or the nature of solid struc- 
tures beyond the idealized Tao and Sun 
model, have not been addressed here. 

I have also not discussed the nature of 
the early phases of aggregation. Aside from 
the time scale and some preliminary analy- 
ses of the scaling (34), very little work has 
been done on the early phases of aggrega- 
tion, which is perhaps the area that can 
most easily be studied by the techniques of 
molecular dvnamics. More detailed theories 
of late-stage aggregation and rheological 
response, which go beyond the rather sim- 
ple arguments above, are also needed. 
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What If Minkowski Had Been 
Ageusic? An Alternative 

Angle on Diabetes 
J. Denis McGarry 

Despite decades of intensive investigation, the basic pathophysiological mechanisms 
responsible for the metabolic derangements associated with diabetes mellitus have re- 
mained elusive. Explored here is the possibility that traditional concepts in this area might 
have carried the wrong emphasis. It is suggested that the phenomena of insulin resistance 
and hyperglycemia might be more readily understood if viewed in the context of underlying 
abnormalities of lipid metabolism. 

Recognized since the time of Aristotle, 
diabetes mellitus is now known to encom- 
pass a variety of syndromes with distinct 
etiologies that collectively afflict 1 to 6% of 
the population in the United States. Of 
these, 10 to 25% fall into the category of 
insulin-dependent diabetes mellitus (IDDM) , 
which generally appears before age 40, fre- 
quently in adolescence, and results from 
autoimmune destruction of insulin-produc- 
ing cells within the pancreas. Far more 
common is non-insulin-dependent diabetes 
mellitus (NIDDM) which, at least in its 
early stages, is characterized not by insulin 
deficiency but by the failure of the hormone 
to act efficiently in target tissues such as 
muscle, liver, and fat. Unlike IDDM, 
NIDDM is often associated with obesity 

The author is in the Departments of Internal Medicine 
and Biochemistry and the Center for Diabetes Re- 
search, Univers~ty of Texas Southwestern Medical 
Center at Dallas, 5323 Harry Hines Boulevard, Dallas, 
lX 75235. 

(1 ) .  In this article, I will examine fuel 
metabolism in diabetes, with a view to 
advancing a key role for the lipid compo- 
nent. 

Regardless of type, uncontrolled diabe- 
tes represents a serious disruption of fuel 
homeostasis with ravaging consequences 
throughout the body. Although much has 
been learned, current knowledge remains 
largely descriptive, consisting mainly of an 
ever expanding list of the metabolic, vas- 
cular, and neurological abnormalities that 
accompany the active disease process. 
What has not yet emerged, despite im- 
mense investment of resources, is a clear 
understanding of the basic pathophysiolog- 
ical mechanisms of diabetes and their tem- 
poral relations to each other. 

Why has this problem remained so in- 
tractable? A major contributing factor has 
been that, compared with other hormones, 
insulin elicits a bewildering array of meta- 
bolic responses in target cells. Deciding 
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