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Phase Coupling by Synaptic Spread in Chains of 
Coupled Neuronal Oscillators 

Thelma L. Williams 
Many neural systems behave as arrays of coupled oscillators, with characteristic phase 
coupling. For example, the rhythmic activation patterns giving rise to swimming in fish are 
characterized by a rostral-to-caudalphase delay in ventral root activity that is independent 
of the cycle duration. This produces a traveling wave of curvature along the body of the 
animal with a wavelength approximately equal to the body length. Here a simple mech-
anism for phase coupling in chains of equally activated oscillators is postulated: the 
synapsesbetweenthe cells makingup a "unit oscillator" are simply repeatedin neighboring 
segments, with a reduced synaptic strength. If such coupling is asymmetric in the rostral 
and caudal directions,traveling waves of activity are produced.The intersegmentalphase 
lag that develops is independent of the coupling strength over at least a tenfold range. 
Furthermore, for the unit oscillator believed to underlie central pattern generation in the 
lamprey spinal cord, such coupling can result in a phase lag that is independent of 
frequency. 

A n  important feature of the neural activity 
that gives rise to locomotion in the lamprey 
is a rostral-to-caudal intersegmental delay 
that scales with the cycle duration, remain-
ing equal to approximately 1% of the cycle 
per spinal cord segment at all swimming 
frequencies ( I )  (Fig. 1, a and b). Synaptic 
or conduction delays do not scale in this 
way, so the intersegmental timing must 
result from more complex interactions in 
the neural system. Although the mathe-
matical analysis of the central pattern gen-
erator as a chain of coupled nonlinear 
oscillators (2) (Fig. lc) has successfully 
predicted some unexpected behavior of the 
in vitro preparation of the lamprey (3), it 
gives no indication of what sort of neuronal 
interactions could mediate the coupling. It 
has been postulated (4) that the interseg-
mental phase lag in the lamprey is due to 
increased excitability of the most rostral 
segment, but experimental evidence indi-
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cates no such excitation in the lamprey (5). 
Buchanan (6) has shown by computer sim-
ulation that synaptic contacts between sim-
ulated unit oscillators can give rise to ap-
propriate phase lags. In this report I suggest 
a form of intersegmental coupling with a 
simple, biologically plausible developmen-
tal rule: whatever synaptic contacts each 
neuron makes in its own segment, it must 
also make in neighboring segments but with 
a smaller synaptic strength. I will show by 
computer simulation that, with such "syn-
aptic spread" between equalIy activated os-
cillators, a constant intersegmental phase 
lag can result as long as the connections 
between oscillators are asymmetric. 

The detailed structure of the segmental 
oscillators in the lamprey is not known. 
However, a small network model (Fig. Id) 
consisting of identified neurons that are 
rhythmically active during "fictive locomo-
tion" (7) (neural activity with the same 
patterns as those recorded during locomo-
tion) has produced oscillations with phase 
relations among the three cell types that are 
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similar to those seen in the lamprey spinal 
cord in vitro (8). 

The phase relations among E (excitato-
ry), C (crossed inhibitory), and L (lateral 
inhibitory) cells in a unit oscillator in a 
connectionist simulation (6) (Fig. 2a) are 
similar to those observed in more elaborate 
bio~hvsicalsimulations (9) and in the lam-

L , . , 
prey, but the number of adjustable param-
eters is an order of magnitude lower in the 
connectionist simulations (10). Because 
the values of such parameters are generally 
unknown. connectionist models have been 
used in the present study to keep the num-
ber of Darameters to a minimum. The con-
nectionist model is based on standard prin-
ciples of synaptic current flow and mem-
brane potential control, but action poten-
tials are not simulated. Instead, the height 
of a cell's membrane potential above 
threshold is taken as a measure of the firing 
rate of the cell, and the conductance 
change in a postsynaptic cell is proportional 
to this firing rate (I I). 

When two equally activated oscillators 
are coupled by synaptic spread in one direc-
tion (Fig. le),they develop a phase relation 
in which the sending oscillator neither-
speeds up nor slows down the receiving 
oscillator (Fig. 2a). For this particular spe-
cies of unit oscillator, a phase lag develops 
in which the segment receiving the cou-
pling signals leads. Thus caudal-to-rostra1 
coupling gives rise to a rostral-to-caudal 
delay. (If the two oscillators are given 
unequal activation, corresponding to un-
equal intrinsic frequencies, a different phase 
lag develops.) This phase lag remains ap-
proximately constant over the nearly four-
fold range of cycle durations obtainable 
with this oscillator (Fig. 2b) and over a 
16-fold range of intersegmental synaptic 
strengths (Fig. 2c). 

A chain of such oscillators with coupling 
in only one direction shows a uniform 
intersegmental phase lag equal to that in 
Fig. 2a. There is much evidence in the 
lamprey, however, that intersegmental cou-
pling is both rostral and caudal (12). If the 
synaptic spread is in both directions with 
equal strength, then a symmetric pattern 
results in which the leading oscillator is in 
the center of the chain and waves of acti-
vation travel toward both ends. This be-
havior is consistent with the mathematical 
analysis of coupled oscillators (13) but is 
not biologically realistic. 

If, however, the intersegmental cou-
pling is of unequal strength in the two 
directions, the resulting phase lag is uni-
form along all but a few segments on one 
end of the chain and is equal to what would 
occur if only the stronger coupling existed 
(13). In the simulations of Fig. 2, d and e, 
the synaptic strength of all connections 
from cells in one oscillator to cells in its 

Fig. 1. The lamprey spinal cord a 
as a chain of coupled oscillators. 
(a) Electromyographic act~vity A 

recorded from an intact swim-
ming lamprey (15),from ipsilat-
era1 myotomes separated by ap-
proximately 20 segments. The o 0.5 1.0 1.5 2.0 
rhythmic pattern, which can also Cycle duration (s) 

be produced by the spinal cord C 
in vitro, consists of activity exhib-
iting a rostral-to-caudal delay 
and str~ct left-right alternation 
(not shown). (b) lndependence 
of rostral-to-caudalphase timing 6 
on cycle duration. Phase lag (4) 
calculated as time delay be-
tween burst activity in two ventral 
roots, div~dedby the cycle peri- & f  
od and the number of segments 

+'fseparating the electrodes. Neg- A 

ative values represent rostral-to-
caudal delay, consistent with the 

W 
convention used in mathematical analysis (2).Filled circles, ~ntactswimming lampreys; open 
circles, swimming lampreys with spinal cord transected just behind the gills; filled tr~angle, 
spontaneous activity, in vitro spinal cord, open triangles, activity induced by D-glutamate,in vitro 
spinal cord, data from Wallen and Williams (15).(c) Chain of oscillators with nearest neighbor 
coupling. An oscillator within the chain (k) receives both ascending and descending coupling 
signals, whereas the most rostral (1) or most caudal (n) oscillator receives coupling from one 
direction only. This produces a boundary layer (Fig. 2e) at the end that receives the dominant 
coupling (13).(d) Circuit postulated as the segmental oscillator in the lamprey (7),composed of 
identified neurons (16):crossed-caudal interneurons (C),lateral interneurons (L), and excitatory 
interneurons (E) (7). (e) Two oscillators coupled by caudal-to-rostra1 synaptic spread (synaptic 
connections within each unit  not shown). 

1 M W  
0 0 '0 20 40 60 0.01 0.1 

Time (arbitrary units) Cycle duration (s) Coupling strength 

I 
0 

1:O O ~ ' " " " " ! " " " " "5 10 15 20 

Time (arbitrary units) Segment number 

Fig. 2. Phase coupling between equally activated unit oscillators in simulations of the lamprey 
central pattern generator. (a) Time course of simulated membrane potential trajectories of the 
cells of Fig. l e .  Solid lines, rostral (receiving)segment; dashed lines,caudal (sending) segment; 
horizontal dotted line, action potential threshold. (b) Phase lag, measured between threshold 
crossings in ipsilateral C cells, changed little with cycle duration. Frequency was raised by an 
increase in the tonic drive to E cells only (6).The magnitude of 4 depended somewhat on the 
particular choice of parameters used in simulating a single oscillator, varying between approx-
imately -0.005 and -0.04 over the parameter space explored in this study that supported 
oscillations.(c) lndependence of 4 on intersegmental coupling strength (the fraction of synaptic 
strength in a unit oscillator). (d) Simulated membrane potentials of ipsilateral E cells of the first 
10 of a chain of 20 oscillators.Consecutive potential records are from segments 1 to 10 in order 
(that is, activation travels rostral to caudal). Ascending coupling strength, 0.05; descending 
coupling strength, 0.02. (e) Phase lags calculated between E cells in this simulation.The smaller 
4s at the rostral end in (d) are seen here as a narrow boundary layer (a few segments). For 
simulationsof longer chains with the same coupling,the boundary layer remains the same length 
(and hence a smaller fraction of the length of the chain). 
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Cycle duration (s) Couplingstrength
d e f 

Cycle duration (s) Couplingstrength 

Fig. 3. (a) A pair of four-cell oscillators coupled by caudal-to-rostra1 synaptic spread. (b) 
Dependence of I$ on cycle duration. (c) Dependence of I$ on coupling strength. (d) A pair of 
three-celloscillators (14) coupled by ascending synaptic spread. Cells represented by X, Y, and Z 
are identical;phase delays measured between analogous cells (X, and X,). (e and f )  Dependence 
of I$ on cycle duration and coupling strength, respectively. The negative values of I$ in (b)and (c) 
represent a rostral-to-caudal traveling wave; the positive values in (e) and ( f )  represent a 
caudal-to-rostra1wave. 

rostral neighbor were 0.05 times the 
strength of the synapses within the oscilla-
tor, whereas all the synapses in the caudal 
direction were 0.02 times the intraseemen-

u 

tal strength. Except for a small boundary 
laver near the rostral end. the interseemen-
tai phase lag was uniform along thg cord 
(Fig. 2, d and e) and was approximately 
equal to the lag shown in Fig. 2a, where 
only ascending coupling was present. As 
long as the descending coupling was weaker 
than the ascending coupling, its only effect 
was to ~roducea boundarv laver at the , , 
rostral end; if it was greater in strength than 
the ascending coupling, the phase lag was 
positive (the wave traveled caudal to ros-
tral) and the boundary layer was at the 
caudal end. The phase lag was relatively 
independent of the strength of the domi-
nant coupling (Fig. 2c). 

The phase lag was also independent of 
oscillator frequency (Fig. 2b) if this rate was 
raised by an increase in the tonic excitatory 
drive to the E cells alone. If the freauencv. , 
was raised by an increase in the tonic drive 
to all cells in the circuit, the phase lag 
increased in magnitude with increasing cy-
cle duration. 

To investigate the general effect of syn-
aptic spread, I simulated chains consisting 
of even simpler unit oscillators. An oscilla-
tor is shown in Fig. 3a with the same 
connectivity as before (Fig. Id) but without 
the excitatory cells. The phase lag that 
developed when such oscillators were cou-
pled by synaptic spread was not indepen-
dent of frequency (Fig. 3b), whether fre-
quency was controlled by a change in tonic 
drive to all cells equally or to one cell type 
alone. It was possible to maintain a con-
stant phase lag over a range of frequencies 
by a change in the ratio of C to L activation 
for each frequency, but small alterations in 
this ratio produced significant changes in 

phase lag, which is not biologically realis-
tic. An oscillator consisting of only three 
inhibitory neurons in a ring (14) (Fig. 3d) 
also demonstrated a phase lag when coupled 
by synaptic spread, but the lag was positive 
rather than negative: the oscillator sending 
the coupling leads (Figs. 3, e and f). Thus, 
in a chain of these oscillators. the wave of 
activity would travel in the same direction 
as the dominant coupling, unlike the dy-
namics in the oscillators of Figs. Id and 3a. 

All the phase lags that emerged in this 
study were a few percent of the cycle dura-
tion, which is near synchrony. This ten-
dency of equal oscillators coupled by synap-
tic spread to synchronize is intuitively rea-
sonable because the coupling is a repeat of 
the connections that give rise to the rhyth-
micitv of the unit oscillator. However. if at 
synchrony the coupling tends to speed ;p or 
slow down the receiving oscillator, then a 
phase lag develops. In general, the faster 
oscillator leads, so if the coupling at syn-
chrony increases the frequency of the re-
ceiving oscillator, a negative phase lag de-
velops when ascending coupling is domi-
nant; if coupling decreases the frequency, 
then a positive phase lag develops. 

For the three-cell oscillator, increasing 
the synaptic strengths in a unit network 
decreases the frequency of its oscillations. If 
two coupled oscillators are synchronous, 
the effect of the sending oscillator is equiv-
alent to increasing the synaptic strengths in 
the receiving oscillator, which slows that 
oscillator down. Thus ascending synaptic 
spread gives rise to a positive phase lag in 
this network. In the four- and six-cell net-
works, an increase in the synaptic strengths 
from the L cells increases unit oscillator 
frequency, but an increase from the C cells 
decreases it. The negative phase lag that 
develops indicates that coupling at synchro-
ny leads to an overall acceleration in fre-

quency. Hence, domination of the network 
by the L cells could account for the rostral-
to-caudal phase lag that develops between 
equally activated oscillators. 

The constancv of ~ h a s elap with oscilla-, . " 

tor frequency in the six-cell network when 
frequency is controlled by the E cells (Fig. 
2b) indicates that an appropriate balance 
between the acceleratory and deceleratory 
effects of coupling is maintained at all cycle 
durations. This seems to be the feature 
required to maintain a phase lag indepen-
dent of frequency, such as in the lamprey. 

Synaptic spread produced a nonzero 
phase lag (albeit only a few percent of the 
cvcle) for all of these oscillators. For anv. , 

form of coupling that results in zero phase 
lag (synchrony), a traveling wave of activa-
tion requires that the oscillator on one end 
of the chain be given a different level of 
activation than the rest of the chain. Be-
cause there is no evidence of this in the 
lamprey, such coupling seems unlikely. 

Stable phase timing between neural os-
cillators may thus occur in response to the 
same synaptic connections as those within a 
unit oscillator, and the characteristic phase 
lag depends only on the nature of the 
oscillators rather than on the strength of 
the coupling, as long as it remains asym-
metric. Furthermore, with some networks 
such phase coupling may be independent of 
cycle duration, as in the lamprey central 
pattern generator. 
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Burst Firing in Dopamine Neurons Induced by 
N-Methyl-D-Aspartate: Role of 

Electrogenic Sodium Pump 

Steven W. Johnson, Vincent Seutin, R. Alan North 
Dopamine-containingneuronsof the mammalianmidbrainare requiredfor normal behavior 
and movements. In vivo they fire action potentials in bursts, but in vitro they discharge 
regularly spaced action potentials. Burst firing in vitro has now been shown to be robustly 
induced by the glutamate agonist N-methyl-D-aspartate (NMDA) although not by the 
non-NMDA agonists kainate or quisqualate. The hyperpolarization between bursts of 
action potentials results from electrogenic sodium ion extrusion by a ouabain-sensitive 
pump.This mechanism of burst generation in mammalian neuronsmay be important in the 
pathophysiology of schizophrenia and Parkinson's disease. 

T h e  dopamine-containing neurons of the 
ventral midbrain project predominantly to 
the prefrontal cortex, nucleus accumbens, 
and striaturn and are involved in the control 
of affect, movement, and drug-seeking be-
havior (I). In freely moving rats, they dis-
charge with single spikes or with bursts of 
spikes (2). The bursts are not seen in vitro 
( 3 4 ,  perhaps because of the loss of critical 
afferent inputs (4, 5) that release excitatory 
amino acids (9, 10). We tested this hypoth-
esis by applying excitatory amino acids while 
recording from the cells in vitro (6, 7, 11). 

Vollum Instituteand Department of Neurology, Oregon 
Health Sciences University, Portland, OR 97201 

N-Methyl-D-aspartate (NMDA) (10 to 
30 pM) changed the firing pattern from 
regularly spaced single spikes to one in 
which bursts of two to ten action ~otentials 
were separated by large hyperpolarizations 
(up to 40 mV) lasting 1 to 5 s (Fig. 1A). The 
action of NMDA continued throughout its 
application (up to 8 hours), reversed quickly 
on washing, and was antagonized by the 
NMDA receptor blocker D,L-2-amino-5-
phosphonopentanoic acid (APV) although 
not by 6-cyano-2,3-dihydroxy-7-nitro-qui-
noxaline (CNQX), which blocks non-
NMDA receptors (12). Tetrodotoxin 
(TTX) blocked the bursts of action poten-
tials but did not prevent the underlying 

oscillations of membrane potential (Fig. 
IC); this result indicates that the potential 
oscillations underlying the bursts do not 
require Na+ entry through TTX-sensitive 
channels and that burst firing probably does 
not involve local neuronal circuits within 
the tissue slice. Burst firing did not occur in 
Mgz+-free solution, and it was not evoked 
by excitatory amino acids (kainate, quis-
qualate) that do not open Mg2+-gatedion 
channels (13). 

In other neurons, inward Ca2+ currents 
contribute to the onset of bursts of action 
potentials. Ca2+ current inactivation (14) 
or the development of an outward Ca2+-
dependent K+ current (15) terminates the 
burst. However, burst firing of dopamine-
containing cells persisted in Caz+-free so-
lution (n = 6) (Fig. lB), in apamin (1 
pM), or with recording electrodes that 
contained the Ca2+ chelating agent 1,2-
bis(2-amin0phenoxy)ethane N,N,Nt,Nt-
tetraacetic acid (BAPTA). BAPTA effec-
tively buffered intracellular Ca2+as demon-
strated by blockade of the late component 
of the action potential after-hyperpolariza-
tion (n = 5) (16). Apamin, which blocks a 
Ca2+-activated K+ conductance in these 
(17) and other cells (18),actually increased 
the amplitude of the bursts, perhaps by 
blocking an opposing outward current dur-
ing the depolarizing phase. Decreasing the 
K+ concentration from 2.5 to 0.5 mM 
reversibly blocked burst firing (n = 2), and 
increasing the K+ concentration to 10.5 
mM increased the amplitude of the hyper-
polarization between the bursts (n = 2). 
These findings are the opposite of those 
expected if the hyperpolarization had re-
sulted from an increase in K+ conductance. 

Sodium was required for burst firing be-
cause, when its concentration was reduced 
(from 146 to 20 mM with choline or tris 
substitution), both the action potentials 
and the underlying membrane potential 
oscillations disappeared reversibly (n = 3) 
(Fig. ID). One Naf current that has volt-
age and time dependence appropriate to 
burst firing is the hyperpolarization-activat-
ed current (Ih) (19). However, burst firing 
was not inhibited by Cs+ (3 mM), which 
blocks Ih in dopamine-containing cells 
(20). We next hypothesized that Na+ entry 
through NMDA-gated channels activated 
an electrogenic Na+ pump. Both strophan-
thidin (2 to 10 pM, n = 5) and ouabain (2 
to 10 pM) (n = 6) blocked burst firing in 
NMDA (Fig. 1E) but had little or no effect 
on the regular spike discharge observed in 
the absence of NMDA. Similar results were 
seen in the presence of dinitrophenol (30 to 
100 pM) (n = 5) and in solutions without 
glucose (n = 3), both of which would be 
expected to inhibit active Na+ extrusion. 

Voltage-clamp experiments supported 
this hypothesis (21). The membrane was 
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