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A Monte Carlo quantum mechanical-molecular mechanical (QM-MM) simulation method 
was used to determine the contributions of the solvent polarization effect to the total 
interaction energies between solute and solvent for amino acid side chains and nucleotide 
bases in aqueous solution. In the present AM1-TIP3P approach, the solute molecule is 
characterized by valence electrons and nucleus cores with Hartree-Fock theory incorpo- 
rating explicit solvent effects into the total Hamiltonian, while the solvent is approximated 
by the three-point charge TIP3P model. The polarization energy contributes 10 to 20 
percent of the total electrostatic energy in these systems. The performance of the hybrid 
AM1 -TIP3P model was further validated by consideration of bimolecular complexes with 
water and by computation of the free energies of solvation of organic molecules using 
statistical perturbation theory. Excellent agreement with ab initio 6-31G(d) results and 
experimental solvation free energies was obtained. 

A great challenge in statistical mechani- 
cal Monte Carlo and molecular dynamics 
simulations of chemical reactions in solu- 
tion is to incorporate explicitly the sol- 
vent polarization effects into the potential 
surface (1, 2). However, because of the 
complexity in computational details, two- 
body potential functions are widely used in 
protein and fluid simulations (3, 4). A key 
feature in these effective pairwise potential 
functions is that the many-body polariza- 
tion effects are incorporated in an average 
way into the parameters fitted to repro- 
duce experimental fluid properties (5, 6). 
As a result, the charge distribution de- 
signed for liquid simulations normally 
leads to dipole moments that are about 10 
to 20% greater than gas-phase values (5, 
6). Undoubtedly, a knowledge of the 
quantitative polarization effects in solu- 
tion is of great interest and significance. 
Two questions are directly relevant: (i) 
Can condensed-phase polarization effects 
be systematically evaluated a priori in fluid 
simulations? and (ii) What is the quanti- 

standing of molecular interactions and 
u 

chemical processes in solution and in the 
enzymatic environment. 

In the hybrid QM-MM approach, part of 
the system, for example, the solute mole- 
cule or the active site region of an enzyme, 
is treated quantum mechanically, whereas 
the "environmental" solvent molecules are 
approximated by molecular mechanical po- 
tentials (7-12). The idea can be traced 
back to Bernal and Fowler, who proposed 
the partitioning of a condensed-phase sys- 
tem into discrete solute and continuum 
solvent regions (1 3), and has been exten- 
sively exploited in recent years, particularly 
in energy minimization studies of enzymatic 
reaction paths (7-12, 14). However, there 
have been only few applications of the 
hybrid QM-MM model in fluid simulations 
because of the limitation of computer speed 
(12, 15). 

For the QM region, the closed-shell 
restricted Hartree-Fock wave function @ is 
written as a single Slater determinant of N 
doubly occupied molecular orbitals, {$,): 

tative contribution of polarization energy 
to the total electrostatic interaction be- @ = *1a(l)*1P(2) - - - * N P ( ~ N ) >  (1) 

tween the solute and solvent? In this where a and p are the electron spin eigen- 
report, we use a combined quantum me- functions and the MOs are linear combina- 
chanical (QM) and molecular mechanical tions of atomic basis sets, {+,). The total 
(MM) approach, developed by many re- effective Hamiltonian of the system is as 
searchers (7-1 l ) ,  in Monte Carlo simula- follows (7, 12): 
tions (12) and demonstrate how this hy- 
brid OM-MM method can be used in the f i e  = Ro + M M  + M M  (2) 

systematic computation of the polarization where Ao is the Hamiltonian for the isolat- 
energies through Hartree-Fock molecular ed QM molecule, A,, is the solvent inter- 
orbital (MO) theory incorporating explicit action energy determined by empirical po- 
solvent effects in statistical mechanical tentials, and kRymM is the solute-solvent 
Monte Carlo simulations. The quantita- interaction Hamlltonian defined by Eq. 3: 
tive insights from this energy decomposi- 
tion method would increase our under- A~~~~ = @~MI?VIM + E v d ~  = 
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where e is the electron charge, q, and 2, 
are, respectively, charges on the solvent 
and solute nuclear centers. S and M are the 
corresponding total number of interaction 
sites, and R,, and R,,, are the distances of 
the solute electrons and nuclei from the 
solvent sites. resoectivelv. The Lennard- , . 
Jones term in Eq. 3 is needed because of the 
hybrid interaction between the QM and 
MM regions; it contains the only adjustable 
parameters for the solute (a,, and E,,) in the 
present approach (7, 12, 16). The combin- 
ing rules used for the solute-solvent inter- 
actions are a,, = (o,o,,)'i2 and E,, = 
(E,E,) 'I2. 

The total interaction energy between a 
QM solute and an MM solvent, E,,, con- 
sists of contributions from the van der 
Waals (vdW) and electrostatic (el) interac- 
tions (Eq. 3). The latter is given by Eq. 4 
and can be written in terms of solute- 
solvent perturbations: 

where @O and @. resoectivelv. are defined 
by Ao@O> = E(O)I&O> anh  Aeff1@> = 

E,,,I@>, or the wave functions in the gas 
phase and solution, respectively. The first- 
order perturbation term (E(') = 

o pi <@ I Q M m M I @ o > )  in Eq. 4 is the inter- 
action energy between the "unpolarized" 
solute and the solvent. whereas all other 
higher order terms consist of modifications 
to the wave function and contribute to the 
solute-solvent polarization energy, which 
can formally be defined as E,,,- = qi - 
E('), or 

Because @O and @ are solved in Monte 
Carlo or molecular dvnamics simulations. 
EFo, can exactly be computed, and there i; 
no need to carrv out oerturbation calcula- 
tions. Importantly, the polarization energy 
can further be decomposed into two terms: 
(i) a solute electron distortion energy, EdlSt 
(Eq. 6) ,  which yields a positive value for 
reorganizing (or polarizing) the solute elec- 
tron distribution in solution; and (ii) a net 
gain in interaction energy between the 
polarized solute and the bulk solvent over 
that of an "unpolarized" solute (Eq. 7): 

\ ,  

Therefore, 

Epol = Edls, + A E ~ ~ ~ ~  (8) 
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The interpretation of these terms is 
straightforward; E(') is the interaction energy 
between the unperturbed solute with gas- 
phase electron distribution and the surround- 
ing solvent, whereas <@1AQMNMI@> is 
the interaction energy "after" the polariza- 
tion. Thus, AE,,,, is the net gain in 
solute-solvent interaction energy owing to 
the solute electronic polarization in aque- 

I E- -7 .49 ( -6 .61 ) ;  
-7.23 

E- -8 .67 ( -7 .33 ) ;  
-8.94 

Fig. 1. Molecule-water complexes for acetic 
acid and cytosine: 6-31G(d) values for the 
interaction energies in kilocalories per mole, 
and distances in angstroms are followed by the 
AMI-TIP3P (in parentheses), and OPLS (5) 
results, respectively. Monomer geometries are 
fixed in the energy minimizations. Hydrogen 
bond distances for water acceptor complexes 
predicted by the AMI-TIP3P model are typical- 
ly 0.15 A shorter than the OPLS values (5), 
whereas agreement between the AMI-TIP3P 
and the 6-31G(d) results for donor water com- 
plexes is excellent. 

Fig. 2. Comparison between ab initio 6-31G(d) 
and AMI-TIP3P interaction energies. 

ous solution (1 7). The energy penalty for 
distorting or polarizing the solute electron 
density to create the electron distribution 
in solution is given by Edlst and is one-half 
of the gain in interaction energy according 
to classic linear response theory (1 1, 18). 
All quantities are computed through statis- 
tical mechanical Monte Carlo simulations 
to yield the macroscopic ensemble averages 
in the present study. Furthermore, electric 
dipole moments of the solute molecules can 
be obtained with standard methods in ab 
initio MO calculations (1 9), whereas the 
induced dipole moments (kind) in aqueous 
solution are determined from differences 
between the values obtained in the gas 
phase and in water. 

We illustrate the QM-MM polarization 
energy decomposition method for a series of 
organic molecules of biological interest in 
aqueous solution, representing major amino 
acid functional groups and nucleotide bases. 
The Monte Carlo QM-MM simulations 
were performed in a cubic box consisting of 
216 or 260 TIP3P (20) water monomers plus 
one solute at 25°C and 1 atm with the NPT 
ensemble (2 1). The semiempirical MO the- 
ory developed by Dewar and co-workers, 
namely, the Austin Model 1 (AM1) (22, 
23), was used to form the AM1-TIP3P force 
field. The major advantages of using a 
semiempirical QM method include its high 
computational efficiency (about 1000 times 
faster than ab initio calculations at compa- 
rable levels) and excellent results for many 
systems that have been parameterized (7, 

22). This approach enables the QM energy 
to be computed throughout the Monte Carlo 
simulation (12), which would be difficult 
with the use of ab initio techniques for large 
molecules as considered here. The latter 
approach, however, can systematically im- 
prove the accuracy of the QM computations 
(19). 

In order to verify the performance of the 
AMl-TIP3P model, we investigated bimo- 
lecular complexes with water. The organic 
species were treated quantum mechanically 
(AMI) and the water was treated molecular 
mechanically with the TIP3P potential. 
Two representative systems with optimized 
geometries and energies are shown in Fig. 
1, and the accord for the interaction ener- 
gies between the AM1-TIP3P and ab initio 
results is illustrated in Fig. 2 for a total of 53 
complexes. Overall, the agreement is excel- 
lent with a root-mean-square (rms) devia- 
tion of 0.84 kcallmol. Large discrepancies 
are mainly from ion-water complexes, with- 
out which the rms deviation would be 0.62 
kcal/mol, similar to the best fit between 
empirical potentials and ab initio calcula- 
tions (5) .  Thus, the result shown in Fig. 2 
povides strong support to the validity of 
the hybrid AMl-TIP3P model, suggesting 
that the simulation results, although ap- 
proximate, may be used to obtain insights 
into the specific contributions to the polar- 
ization effects. 

Energetic results for amino acid side 
chains are given in Table 1. The total 
solute-solvent interaction energy E,, is de- 

Table 1. Computed solvation free energies (AG,,,) and solute-solvent interact~on energles (kilocal- 
ories per mole). Average energies in aqueous solution were obtained in Monte Carlo simulations of 
one solute plus 216 water molecules, with the solute monomer treated quantum mechanically 
throughout. Each simulation consisted of 5 x lo5 to lo6 configurations for equilibration, followed by 
averaging for 1.5 x lo6 configurations. The configurations were chosen with Metropolis and 
preferential sampling. Free energies of solvation are relative to ethane and are computed first by 
electrostatic decoupling of the QM Hamiltonian followed by statistical perturbation calculations 
transforming the van der Waals spheres into ethane (12, 25). At least four windows of double-wide 
sampling were used to span the whole transformation; each window consisted of I x lo6 to 1.5 x 
lo6 configurations for averaging. Experimental free energies are taken from (26) and are similar to 
the electrostatic free energies of Honig and co-workers (2). We obtained error bars (? la )  by 
computing separate averages over blocks of lo5 configurations during the simulation. They are 
approximately ?0.5 kcal/mol for AG,,,, +-I  kcallmol for E,,, and ?0.2 kcallmol for ED,,. 

CH4 0.7 0.1 -0.2 -0.1 -2.3 -1.6 1.2 0.2 
CH3CH3 1.3 0.1 -0.3 -0.1 -4.0 -2.9 0.0 0.0 
%He 0.7 0.5 -0.9 -0.5 -9.3 -9.0 0.3 -2.6 

H2° -11.5 1.3 -3.8 -2.5 -0.1 -14.0 -8.3 -8.1 
CH30H -9.4 1.5 -3.1 -1.6 -2.7 -13.7 -6.2 -6.9 
CH30CH3 -4.7 0.8 -1.6 -0.8 -4.7 -10.3 -3.6 -3.7 
CH3COCH3 -9.6 2.0 4.0 -2.0 -6.4 -18.0 -5.0 -5.6 
CH3NH2 -4.5 0.4 -0.8 -0.4 -3.0 -7.9 -4.0 -6.4 
CH3CN -3.7 1.3 -2.6 -1.3 -4.7 -9.7 -3.1 -5.7 
NMA -15.6 3.8 -7.6 -3.8 -6.9 -26.4 -8.5 -12.0 
syn-CH3C0,H - 15.5 1.8 -3 6 -1.8 -4.9 -22.1 -8.4 -8.5 
anti-CH3C02H -22.4 3.8 -7.9 -4.2 -5.2 -31.8 
lmidazole -10.5 2.3 -4.6 -2.3 -6.7 -19.5 -7.2 -6, -12.0 
CH3C02- -132 3.9 -7.9 -4.0 -1.7 -138 -80 - 79 
CH3NH3+ -116 1.1 -2.2 -1 .I -0.4 -117 
(CH3)3C+ -89 0.4 -0.8 -0.4 -6.1 -95 
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termined by electrostatic and van der Waals 
contributions, of which the electrostatic 
interaction energy is divided into perma- 
nent E(') and ~olarization terms (Ea. 8). 

. A ,  

Although the main objective of the present 
study was to determine the solute polariza- 
tion energy in aqueous solution, relative 
free energies of hydration were computed 
for several species by the method developed 
recently with statistical perturbation theory 
(12, 24, 25). These calculations are very 
demanding of computer time because mul- 
tistep simulations are required (25). The 
computed free energy changes are in good 
agreement with experimental values (26), 
with an error range similar to that observed 
in calculations in which empirical force 
fields were used (25). The agreement fur- 
ther demonstrates the reliability of the 
AMl-TIP3P model for quantitative ener- 
getic evaluations. 

Several trends are apparent. In all cases, 
there is a substantial polarization contribu- 
tion to the total electrostatic interaction 
energy, ranging from 10 to 20%. Of course, 
it is well known that molecules are ~o la r -  
ized in polar solvent; however, quantitative 
contributions are not clear, particularly for 
protein and DNA systems in aqueous solu- 
tion ( 1 4 ) .  Our results indicate that the 
polarization effect is significant and that the 
polarization energy can amount to about 
one-half of a hydrogen bond for a single 
peptide unit. Discussions of protein allo- 
steric mechanism, molecular recognition, 
and ligand-substrate binding are often ex- 
~ressed in terms of hydrogen bonding (27). 
It appears necessary to also consider the 
environmental polarization effects for pro- 
cesses involving the transfer of a functional 
group from aqueous exposure to the hydro- 
phobic protein core where solvent polariza- 
tion is less important. Furthermore, there is 
clearlv some correlation between the com- 
puted induced dipole moments, electric 

+ 
-1 0.0 

-50 -40 -30 -20 -10 0 10 
Electrostatic interaction energy (kcaVmol) 

Fig. 3. Correlation between calculated solute 
electric polarization and total solute-solvent 
electrostatic interaction energies. 

polarization energy, and solute-solvent 
electrostatic interaction energy (Fig. 3). 
The slope of Fig. 3 represents the percent- 
age of the polarization contribution to the 
total electrostatic interaction. The comput- 
ed numerical values in the penalty for 
creating the polarized electron distribution, 
Edist, are indeed one-half of the energy gain 
between solute-solvent interactions (Table 
I) ,  in accord with classical macroscopic 
theory. 

The calculated and experimental dipole 
moments are summarized in Table 2. In all 
cases, the AM1 method gives excellent 
predictions on the dipole moments for the 
isolated molecules in comparison with the 
experimental data (22), whereas the com- 
puted dipole moments in aqueous solution 
are significantly greater than the corre- 
sponding gas-phase values, resulting in 
large induced dipole moments for these 
compounds. Experimental dipole moments 
of simple organic molecules in water are not 
available, making direct comparison diffi- 
cult (28), although the calculated results 
are consistent with the predictions of Cra- 
mer and Truhlar for similar compounds 
with self-consistent field (SCF) solvation 
model (29, 30). A special case is the hy- 
dration of water, in which the computed 
dipole moment (2.15 D) may be compared 

with the experimental estimate for bulk 
water (2.3 to 2.4 D) (1); the accord is good. 
The average dipole moment 1 < p > and its 
root of mean square (<p2>)1/2 for polar 
compounds listed in Table 2 are nearly 
identical, indicating that these quantities 
are well converged in the computer simula- 
tion. However, the difference for hydrocar- 
bons and benzene is much larger than the 
estimated statistical uncertainty (Table 2). 
This observation implies that, although 
average dipole moments for methane, 
ethane, and benzene are zero in water, the 
instantaneous magnitude due to solvent 
polarization (see below) is not negligible 
and depends on the surrounding environ- 
ment. The deviation is particularly large for 
benzene because it is much easier to polarize 
the IT electron clouds than the a electrons. 

Results for the hydration of nucleotide 
bases and related compounds are summa- 
rized in Table 3. Here also we observe 
significant polarization effects for these mol- 
ecules. Because both electron-withdrawing 
and electron-donating groups are present in 
these conjugated .rr systems, the polariza- 
tion effect is somewhat greater than that of 
functional groups in amino acids. The po- 
larization energy comprises about 15 to 20% 
of the electrostatic interaction between the 
bases and solvent. Cytosine has the largest 

Table 2. Computed dipole moments (in debyes) in the gas phase and in water. The average 
standard deviation (+lcr) is about +0.05 D for k. The dipole moment for the anticonformation of 
acetic acid was computed with the 6-31G(d) basis set. 

Compound 

CH, 

Table 3. Computed dipole moments (in debyes) and energies (in kilocalories per mole) for 
nucleotide bases. The simulations were carried out in a cubic box consisting of one solute molecule 
and 260 TIP3P water molecules. See also the legend of Table 1 

Compound p (gas) p (expt) <p> E(l)  Epo~ E v , ~  Em 

4-Pyridone 
4-Aminopyrimidine 
2-Aminopyrimidin-4-one 
2,6-Diaminopyridine 
4-Nitroaniline 
Adenine 
Cytosine 
Guanine 
Thymine 
Uracil 
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polarization effect with 9.5 kcallmol or 22% 
of the total electrostatic interaction energy. 
This result is in good accord with the 
finding of 30 to 50% polarization contribu- 
tion to the total solvation energies by 
Honig and co-workers (2); however, the 
approximate solutions of the Poisson equa- 
tion may lead to errors on the order of 50 to 
100% (2). It is also interesting to compare 
the results for 4-pyridone (Table 3) with 
the AM1-SM2 prediction by Cramer and 
Truhlar (30). In that study, a dipole mo- 
ment of 10.8 D was obtained with the 
partial charge on oxygen changing from 
-0.34 to -0.56 e in water. This result is in 
good accord with the calculated values of 
10.0 D and -0.52 e by our Monte Carlo 
simulations. 

To illustrate the polarization effects, an 
electron density difference (EDD) plot for 
cytosine at an instantaneous configuration 
in aqueous solution is shown in Fig. 4, and 
a stereoplot of the surrounding solvent 

Fig. 4. Electron density difference plot for cy- 
tosine in water. Dotted contours represent re- 
gions where there is a depletion of electron 
density, and solid curves indicate areas where 
there is a gain in electron density, upon trans- 
ferring the solute from the gas phase into aque- 
ous solution. The surrounding solvent mole- 
cules are shown in Fig. 5. 

structure near the first solvation layer is 
depicted in Fig. 5. Gains and losses in 
electron densitv indicated bv the solid and 
dashed curves ( ~ i ~ .  4) are rivealed for the 
solute in water relative to the gas phase. 
Obviously, hydrogen bonding is a dominant 
factor in the solvent polarization effect 
(Figs. 4 and 5). The amino group in cy- 
tosine exhibited an "uneven" polarization 
effect with a larger depletion in electron 
density on the hydrogen (H) opposite to 
the Watson-Crick binding site (H') (Fig. 
4). Inspecting the solvent configuration 
shown in Fig. 5 indicates that a strong 
hydrogen bond between a water hydrogen 
and nitrogen (see also Fig. 1) creates elec- 
tric and steric congestions, preventing an- 
other water molecule from forming a hydro- 
gen bond with the amino hydrogen H'. Of 
course, Fig. 5 shows only one typical con- 
figuration of the 1.5 million sampled, al- 
though it is consistent with the computed 
average atomic charges from Mulliken pop- 
ulation analysis, which yielded increases of 
0.044 2 0.003 e on H and 0.014 k 0.002 
e on H' .  EDD can also be averaged in the 
Monte Carlo simulations, which may be 
compared with results from ab initio SCRF 
(self-consistent reaction field) models rep- 
resenting an average effect of the solvent 
(31). 

Analysis of the Monte Carlo QM-MM 
simulations of organic molecules in aqueous 
solution revealed auantitative contribu- 
tions of the polarization effects to the total 
electrostatic interaction energy between 
solute and solvent. That the polarization 
energy comprises about 10 to 20% of the 
total electrostatic interaction is significant 
and surprising, although this is in agree- 
ment with predictions by Honig and co- 
workers and by Cramer and Truhlar using 
continuum models (2. 30). Further. it is > ,  , 

important to realize that effective potentials 
are ~redominantlv utilized in current mo- 
lecuiar dynamics and Monte Carlo simula- 
tions without explicitly incorporating the 

Fig. 5. Stereoplot of an instantaneous configuration from the Monte Carlo simulat~on of cytosine in 
water using the AMI-TIP3P model. For clarity, water molecules that are more than 4.5 8, from any 
solute atoms have been removed. The plot was made with the MindTool program written by J. Blake 
and J. Tirado-Rives. 

polarization effects (3, 4). Although excel- 
lent agreement between theoretical and 
experimental results can be obtained (3, 4, 
25), it has been indicated that the accuracy 
perhaps can only be attained nonphysically 
(2, 30). Because quantum simulations of 
condensed-phase systems are not computa- 
tionally practical in the near future (32), 
the hybrid AM1-TIP3P method, though 
precedented (7 ) ,  provides an alternative, 
general approach for the study of the elec- 
tronic effects in condensed-phase simula- 
tions. Of course, the AM1 theory used in 
the present study is an approximate, 
semiempirical method; however, it has 
wide application in biomolecular systems 
because of its tremendous computational 
efficiency and accuracy for many classes of 
reactions (22). The polarization energy de- 
composition method can shed new light on 
the nature of molecular interactions in so- 
lution. The accuracy of the method dem- 
onstrated here is encouraging, and the 
method should be useful for the parameter- 
ization of empirical polarizable intermolec- 
ular potentials. 
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Mercury Radar Imaging: Evidence for Polar Ice 
Martin A. Slade,* Bryan J. Butler, Duane 0. Muhleman 

The first unambiguous full-disk radar mapping of Mercury at 3.5-centimeter wavelength, 
with the Goldstone 70-meter antenna transmitting and 26 antennas of the Very Large Array 
receiving, has provided evidence for the presence of polar ice. The radar experiments, 
conducted on 8 and 23 August 1991, were designed to image the half of Mercury not 
photographed by Mariner 10. The orbital geometry allowed viewing beyond the north pole 
of Mercury; a highly reflective region was clearly visible on the north pole during both 
experiments. This polar region has areas in which the circular polarization ratio (kc) was 
1.0 to 1.4; values <-0.1 are typical for terrestrial planets. Such high values of kc have 
hitherto been observed in radar observations only from icy regions of Mars and icy outer 
planet satellites. 

I cy  surfaces are common in the solar sys- 
tem, particularly on the moons of Jupiter 
and the rest of the outer   la nets. However. 
we were surprised to find that ice could exist 
on Mercurv. the ulanet nearest the sun. , . 
Temperatures on Mercury reach as high as 
700 K on the equator. Nevertheless, we 
interpret that a highly radar-reflective re- 
gion observed on the north pole of Mercury 
in August 1991 is due to ices. The existence 
of the bright north polar feature was quickly 
confirmed at Arecibo. and a comDact fea- 
ture near the south pole was also discovered 
(I) .  We find that ices can be stable at the 
poles of Mercury over billions of years (2) 
owing to the temperature regimes (3) there. 
In this report, we present the observations 
that lead to the unexpected conclusion of 
ice on Mercury. 

Observations of Mercury by ground- 
based or even space-based optical tech- 
niques are hampered by its close proximity 
to the sun (the greatest separation from the 
sun is about 28'). Spacecraft observations 
are difficult because of Mercury's depth in 
the sun's gravity well. Radar and radio 
methods (4, 5) have played an important 
role in modern observations of Mercurv 
because these techniques are relatively in- 
sensitive to solar constraints on observa- 
tions. For example, Mercury's rotation was 
believed to be synchronously locked to the 
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sun at an 88-day period (6) until continu- 
ous wave radar observations by Pettengill 
and Dvce (7) ~rovided the first correct 

1 > r .  

measurement of the period at 59 days. The 
topography of the equatorial regions of 
Mercury has been well studied with con- 
ventional delay-Doppler radar techniques 
(5, 8). In visible light, the only images 
at useful resolutions were obtained by 
Mariner-10 in 1974-1975, which mapped 
roughly half of the planet (9). The geolog- 
ical interpretations of these images were 
summarized as "an extraordinary similarity 
to the surface of the moon" (9). However. ~, 

in contrast with the moon, Mercury has a 
relatively strong magnetic field (10) and a 
surface gravity similar to that of Mars. 
Mercury's surface is left as the most poorly 
mapped of the terrestrial planets with com- 
pletion of the radar mapping of the Venus 
surface bv Magellan. Mercurv has been u 

characterized as an "end member" of the 
terrestrial planets by Chapman (6) because 
of its location, size, and density. Compara- 
tive planetology of the terrestrial planets is 
seriously compromised by the absence of a 
complete sample of Mercury. 

To obtain additional data on the un- 
mapped portion of Mercury's surface, we 
conducted radar observations on 8 August 
and again on 23 August 1991. Our system 
consisted of the National Aeronautics and 
Space AdministrationJet Propulsion Labo- 
ratory (NASAJPL) Goldstone 70-m trans- 
mitter and the Very Large Array (VLA) at 
the National Radio Astronomy Observato- 
ry in Socorro, New Mexico, as the receiv- 
ing instrument. A new technique in radar 
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