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Macroscopic Quantum Effects in 
Nanometer-Scale Magnets 

David D. Awschalom, David P. DiVincenzo, Joseph F. Smyth 

Quantum tunneling, the passage of a microscopic system from one state to another by way 
of a classically forbidden path, is theoretically possible in the macroscopic world. One can 
now make direct observations of such macroscopic quantum tunneling in very small 
magnetic structures. This is possible because of significant advances both in the ability to 
obtain magnetic systems of almost any desirable size, shape, and composition and in the 
development of superconducting instrumentation for the detection of extremely weak 
magnetic signals. As an example, measurements on magnetic horse spleen ferritin pro- 
teins with the predictions of quantum tunneling theory are discussed and shown. 

T h e  phenomenon of macroscopic quan- 
tum tunneling (MQT) exemplifies in its 
starkest form the clash between the world 
views provided by classical mechanics and 
by quantum mechanics. In classical physics, 
events either definitely happen or definitely 
do not, and they are independent of the 
mode by which we observe them. In quan- 
tum physics, all events (including classical- 
ly forbidden ones) happen with some prob- 
ability, and their likelihood depends on the 
mode of observation. Tunneling, the pas- 
sage of a system from one allowed state to 
another by way of a classically forbidden 
path, is a familiar example of an event that 
is describable only in quantum terms. It has 
been amply demonstrated that quantum 
processes reign supreme at the length scales 
of atomic physics and below. However, 
tunneling even in the macroscopic world 
(MQT) is theoretically possible (1). The 
claims of quantum theory are all-encom- 
passing: tunneling can occur under any 
circumstances-a car can indeed pass harm- 
lessly through a mountain rather than be 
driven over it. Fortunately, such events, 
which seem impossible on the basis of our 

there be decoupling from the environment 
to the greatest extent possible, for which 
ultralow temperatures are often necessary 
(but not always sufficient). 

Despite these difficulties the occurrence 
of MQT has been thoroughly and quantita- 
tively documented in one system, namely, 
the Josephson junction [see the review in 
(2); for recent developments, see (3 ) ] .  In 
the Josephson junction, two superconduc- 
tors are separated by a thin insulating bar- 
rier; the macroscopic electrical behavior of 
the junction is completely determined by 
the difference between the phases of the 
condensates in the two superconductors. It 
is found that. desuite the fact that a mac- , A 

roscopic number of electrons contributes to 
the phase degree of freedom, temperature 
and dissipation can be made low enough 
that the superconducting phase tunnels: 
that is, it jumps spontaneously by 2 ~ r ,  even 
when forbidden to do so by the classical 
electrical equations. Other quantum ef- 
fects, such as level quantization, have also 
been seen. 

This review discusses the occurrence of 
MQT in a very different system: nanome- 

ter-scale magnetic systems in which the 
number of atoms is very large. In this case 
the macroscopic degree of freedom can be a 
magnetization direction of a magnetic par- 
ticle (in so-called "soft" magnets, the case 
we are most interested in), or the domain- 
wall position in a magnetic structure (in 
so-called "hard" magnets). The manifesta- 
tion of MQT in this case is the transition 
between two magnetization states, each 
consisting of ordered lattices of many spins. 
There is great present interest in the pro- 
duction of small magnetic structures and in 
understanding and controlling many of 
their d~namical properties; we have found 
that such systems are a uniquely suitable 
area for studying MQT (4). Although one 
normally thinks of technology as being 
driven by basic science, we will show here 
how, in recent work, researchers have real- 
ized and explored the theoretical concepts 
of MQT in real systems by exploiting the 
most recent advances in the technology of 
low-temperature instrumentation, materials 
preparation, and magnetic structures. 

It was for bulk magnetic crystals that van 
Vleck and others (5) first elucidated the 
possible dynamical modes of magnets. 
Above certain critical temperatures, the 
dynamics are dominated by the thermal 
agitation of individual spins, resulting in 
Curie paramagnetism. Below these temper- 
atures, interactions between neighboring 
spins permit the development of various 
kinds of ordered magnetic states. Broadly 
speaking, there are two distinct ordered 
structures: ferromagnets (FMs) , in which 
the magnetic energy favors alignment of all 

evervdav experience, are not commonplace 
, , &  

for two reasons. First, the mathematical 
probabilities for these phenomena to occur Table 1. Overview of the variation in the physical dynamics from classical to quantum at low 

temperatures in magnetic materials upon reduction of the system's dimension. Classical extends 
are very .. . for large objects; . . - . . One . . . . from -100 fim to -10 nm; quantum, below -20 nm. The length scale for the dynamics is 
would only expect to see M u 1  in "small" dependent on the materials's parameters (for example, saturation magnetization, exchange 
macroscopic systems, as in the experiments strength, crystalline anisotropy). Numerical values are representative of common magnetic material. 
described below. Second, quantum effects The nature of the dynamics passes gradually from classical to quantum. 

are suppressed if the event is "dissipative" 
(1). Dissipation occurs whenever there is Magnetic material Length scale Physical dynamics 
interaction with the outside world by way of Bulk crystals -100 pm Paramagnetic spin 
a large number of uncontrolled degrees of waves 
freedom, such as the "modes" that make up planar films -1 km to 1 nm Nucleation and motion 
a thermodvnamic temuerature bath. For (thickness) of domain walls 
this reason, MQT observations require that Lithographic patterns -20 nm Single domain-wall 

vortex motion 
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the spins of the crystal, and antiferromag- 
nets (AFMs), in which the lowest energy 
state is achieved when neighboring spins 
point in opposite directions. These ordered 
states exhibit several different kinds of dy- 
namics: spin waves and the motion of do- 
main walls. Spin waves are small excursions 
of the atomic magnetic spins around their 
low-energy state, and excitations of spin 
waves dominate the low-temperature ther- 
modynamics of magnets. Domain walls are 
regions in which spins rotate from one 
direction to another, separating areas of 
uniform magnetization. The motion of do- 
main walls is of great practical importance; 
for example, the resistance to such motion 
determines the strength of a permanent 
magnet. 

Large systems are generally unsuitable 

for the study of quantum phenomena, 
mainly because they have many interacting 
modes of excitation. Therefore, it is very 
dficult to isolate one of them in order to 
study its quantum dynamics. Decades of 
experience in the production and charac- 
terization of magnetic structures (4) have 
made it possible to obtain "small" macro- 
scopic magnets of almost any desirable 
size-7.5 nrn in the experiments described 
below. Table 1 summarizes this progression, 
which has led to the present opportunity of 
exploiting magnetic dynamics for the ex- 
ploration of quantum mechanics. Confine- 
ment in a single dimension all the way 
down to the atomic scale has been possible 
for some time, through the technique of 
molecular beam epitaxy as applied to mag- 
netic metals and to magnetic semiconduc- 

Fe(CO), on a gold film. The dots have a diamete~ 
pitch. (C) Transmission electron microscope in 
magnification. The inner magnetic core is 7.5 r 
image of 0.15 monolayer of cobalt on Au(ll1). 

Fig. 1. (A) Scanning electron microscope (SEM) 
photograph of a Permalloy particle array on 
silicon with particle size L = 1.47 pm (easy axis), 
w = 0.18 pm (hard axis), and thickness t = 0.05 
p,m The area packing fraction is 0.06. (B) SEM 
photograph (at a 45" tilt) of dots directly depos- 
ited by the scanning tunneling microscope from 

r of 15 nm and a height of 50 nm and are on a 0.5-pm 
iage of horse spleen ferritin proteins with ~80,000 
Im in diameter. (D) Scanning tunneling microscope 
The photograph shows an area of 830 by 710 A. 

tors. Generally speaking, probing of quan- 
tum dynamics becomes possible only when 
small dimensions can be achieved in all 
three directions; however, in certain mag- 
netic multilayered structures such as Fe/Sm, 
tunnelFg of domain walls in continuous 
two-dimensional layers of Fe4Sm has been 
suggested (6). In this and in other experi- 
ments, the most common technique has 
been a study of the "magnetic i c s i t y , "  
the sluggishness with which the magnetiza- 
tion reverses in response to the change of 
sign of an external magnetic field. In these 
experiments it was found that, as the tem- 
perature is decreased, the sluggishness in- 
creases, but that at very low temperatures 
the viscosity saturates. From this behavior 
it has been inferred that quantum tunneling 
remains available as a mode of relaxation in 
these systems, but such interpretations are 
difhcult to confirm because of the large 
degree of uncertainty in the composition of 
these new materials. 

Quantum effects in a single "macroscop- 
ic" degree of freedom within magnets were 
actually envisaged over 30 years ago by 
Swanson (7) in the context of future mag- 
netic computer memories. These quantum 
properties begin to be accessible in struc- 
tures with dimensions below about 20 nm 
(8). A great challenge is presented by the 
desire to construct objects of controlled 
size, shape, crystal structure, and composi- 
tion on this scale, and a number of methods 
are available or show promise for accom- 
plishing this task. Sizes down to about 20 
nm can be achieved by lithographic tech- 
niques; Fig. 1A shows such a structure 
produced by electron beam lithography in 
Permalloy, an alloy of Fe (20%) and Ni 
(80%) (9). At these scales it is possible to 
obtain magnetic particles with simple do- 
main configurations. Such structures should 
be appropriate for exploring the detailed 
dynamics of domain walls (lo), including 
their nucleation and tunneling. Several 
experiments using the magnetic viscosity 
technique have inferred domain wall tun- 
neling in several different systems. Particles 
of Tb,,~,Fe, as small as 150 A can be 
produced by a chemical technique, dis- 
persed within a polymer matrix (1 1, 12). 
This alloy is believed to be magnetically 
hard (large magnetic anisotropy, see next 
section), which means that magnetic do- 
main walls are thin and are likely to be 
present even in particles of this size. It is 
not clear in this work how uniform the 
particle sizes are, or how likely it is that 
each particle is crossed by just one domain 
wall. Quantum relaxation has also been 
inferred in similar magnetic viscosity exper- 
iments in multilayer films of Fe/Cu (6) ,  
Dy/Cu (6), Fe/Sm (13). and Co6m (14), 
in which it is believed that clustering occurs 
for metallurgical reasons. However, in 
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these experiments it has not been found 
possible to control or to characterize the 
particle size distributions. 

An alternate technique for making amor- 
phous ferrous particles of somewhat smaller 
dimensions uses a metallo-organic chemical 
vapor deposition process that is field-assisted 
by a scanning tunneling microscope tip in 
such a way that the deposition only occurs in 
a sub-lo nm region (15); this is shown in 
Fig. 1B. Another method that has proved 
successful for obtaining even smaller mag- 
netic structures relies on certain "natural" 
processes. The particles that are studied in 
the experiments described herein are pro- 
duced in horse spleens; these "ferritins," 
shown in Fig. lC, serve an iron-buffering 
and storage function in the animal body, 
consisting of a protein sheath surrounding a 
7.5-nm-diameter crystallite of a hydrated 
iron oxide closely related to aFe20, (hema- 
tite, a crystalline antiferromagnet) (16, 17). 
Other possible structures that are available 
for further study include certain fine ferrous 
particles that occur in soils, magnetic com- 
posites (1 I) ,  magnetite particles synthesized 
by magnetic bacteria, and small clusters of 
magnetic ions on a nonmagnetic surface 
produced by various surface deposition tech- 
niques (18). Recent progress on these latter 
materials has been reported in the deposition 
of iron (1 9) or cobalt (20) on the Au(ll1) 
surface (see Fig. ID); when done carefully, 
this process results in -1-nm particles 
spaced regularly on the Au(ll1) surface, 
separated by similar distances. 

Our studies on the dynamics of single- 
domain magnets at low temperatures focus 
on the quantum limit of "superparamag- 
netism." In sufficiently small magnetic par- 
ticles, especially ones that are magnetically 
soft (that is, have low anisotropy), the 
direction of the magnetization points in a 
single direction across the entire particle. 
Such a particle is superparamagnetic if this 
direction fluctuates in time from one pre- 
ferred orientation to another. In classical 
physics, at high temperatures, the super- 
paramagnetic fluctuations result from ther- 
mal agitation; in quantum physics, at low 
temperatures, the particle can coherently 
move from one magnetic orientation to 
another by tunneling (7), and this is the 
unique example of MQT described here. 

Magnetic Theory-Quantum 
Superparamagnetism 

We will consider here the dynamics of both 
ferromagnetic and antiferromagnetic parti- 
cles. In an FM, the spins of the constituent 
atoms are coupled together in such a way 
that they remain entirely "up" or "down," 
as seen in Fig. 2; the sum of all these spin 
vectors is the magnetization M of the par- 
ticle. In the magnets that we will consider 

(21), this magnetization will have two 
eauivalent low-enerm directions as indicat- u, 

ed in Fig. 2A, separated by an energy 
barrier that arises from the magnet's anisot- 
ropy (crystalline, shape, or surface). Anti- 

I 
Magnetization direction 

Fig. 2. (A) Schematic representation of the 
magnetic energy Eversus magnetization direc- 
tion, indicating two equivalent energy minima 
"up" and "down" separated by an energy bar- 
rier. The circular path labeled SW schematically 
indicates spin-wave motion. (B) Another repre- 
sentation of the energy barrier, with the heavy 
line indicating the (classical) saddle point path 
from one minimum to the other. The fine lines 
suggest the set of Feynman paths that need to 
be summed over to represent the quantum 
dynamics. (C) Representative arrangements of 
the atomic spins in the FM and AFM states; SW 
indicates the circular precession of spins in a 
wave of magnetization. Below this we show the 
progression of configurations as the systems 
progress from the "up" state over the barrier to 
the "down." The essential difference between 
the AFM and the FM is that in the "spin wave" 
and barrier configurations the FM spins remain 
nearly parallel, whereas in the AFM case their 
directions become skewed. 

Ferromagnetic Antiferromagnetic 

-3TTT 7 ~ ~ 1  
" t t t t  t  t t  t 

r n e r + + + +  A K K 

ferromagnets come in several varieties, but 
the Nee1 type is the most common and is 
well understood. In these, the magnetic 
coupling is such that neighboring spins 
prefer to be antialigned (Fig. 2C). The 
structure can be divided into two aligned 
sublattices, with magnetization vectors MI 
and M, = -MI. Ferromagnets and antifer- 
romagnets are particularly interesting be- 
cause their basic dynamical laws are very 
different from the dynamics of confined 
particles, yet these systems have dynamics 
that are different from one another. The 
action of the magnetization in a potential 
well is precession rather than oscillation. 
The classical law of motion for a magneti- 
zation M is the Bloch equation (22): 

Iownt  

Here y is the gyromagnetic ratio and E is 
the magnetic energy (originating, for exam- 
ple, from external fields or anisotropy). In 
addition, Bloch's equation says that the 
magnetization precesses in the direction 
perpendicular to the gradient of the energy, 
at a rate proportional to the magnitude of 
this gradient. Figure 3 indicates how such a 

t t t 

magnetization vector precesses as a function 
of time for so called "easy-axis anisotropy," 
for which there are potential minima for M 
lying in the 2 and - 2  directions. Such 
motion is a special case of a spin wave. 

For a NCel AFM, the classical dynamics 
are described by two coupled Bloch equa- 
tions for the two sublattice magnetizations 
MI and M, (22). In the lowest energy state 
the two sublattices will be exactly antipar- 
allel (if we assume that the same external 
field E acts on both sublatti~es); however, 
in a d~namical situation (Ma # 0) one 
sublattice lags the other slightly. This adds 

t t  t t  

Fig. 3. Representation of the magnetization 
vector M, showing the "up" state, the passage 
of M over the barrier to the "down" state, and 
the circular precessional motion of the spin 
wave (SW). 
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an additional effective term to the energy 
gradient 6E/6M, which in turn causes a 
sigruiicant speedup of the precession rate, 
by an amount that depends on the ex- 
change constant J of the AFM (23), a 
constant proportional to the strength of the 
interaction. The "saening" of the AFM 
relative to the FM is important in the final 
analysis and is ultimately the reason why 
the AFM is a better candidate for MQT 
than the FM (24). 

The textbook example of this stiifening 
is found in the properties of the spin waves 
of the FMs and AFMs (25). At low frequen- 
cy, FM spin waves have very weak restoring 
forces and do not exhibit typical acoustic 
dispersion w - k. Instead, w - k2, where k 
is the spin-wave wave vector, and k = 
~ T A ,  where A is the wavelength of the spin 
wave. As a consequence, the magnetic 
interaction energy lSi.Si+l remains low, 
and this softness is traced to the fact that 
the individual spins S in the FM spin wave 
remain very nearly aligned during their 

.*.. 4 - --a 
I If- 

. - 
, -- - 

motion, as indicated in the spin-wave 
(SW) row of Fig. 2C. On the other hand, 
AFM spin waves exhibit the ordinary w - k 
dispersion. This comes from the fact, indi- 
cated in the SW column of Fig. 2C, that 
the neighboring spins remain much less 
nearly parallel in the AFM spin wave, 
resulting in a higher energy cost. 

A related result, and one that bears very 
closely on the problem of quantum tunnel- 
ing, is the behavior of these spin waves in 
the presence of an anisotropy field (25). If 
the anisotropy is nonzero, then the spin- 
wave frequency w no longer goes to zero in 
the limit of long wavelength; the spin- 
waves have a finite frequency as k + 0, the 
"anisotropy gap." If the scale of the anisot- 
ropy energy is K (that is, K is proportional 
to the energy barrier for the magnetization 
to pass from the Q to the -Q easy axis), then 
the M anisotropy gap frequency is w,, - 
K, whereas that of the AFM spin wave is 
w,, - TK. For typical AFMs, the ex- 
change energy density] is of order J - lo9 

Flg. 4. An integrated dc SQUID susceptometer. 
The top schematic shows the design configura- 
tion of the device built using niobium and lead 
lithographic processes; I,, current in the field 
coil; I,, current in center-tapped coil; IR. SQUID 
bias current. The bottom two photographs dis- 
play the dc SQUID with planar input transform- 
er, and the square pickup coil structure with 
coplanar field coils, respectively. The line- 
widths are 2.0 pm. 

erg/cm3, while K - lo5 erg/cm3; it is clear 
that the AFM is much harder than the FM, 
and this will reflect itself in the quantum 
tunneling problem. 

In the absence of any fields and at zero 
temperature, the passage of magnetization 
from one anisotropy minimum to another is 
absolutely forbidden classically on energetic 
grounds (Fig. 2A). Nevertheless, this behav- 
ior has been observed in recent low-temper- 
ature experiments, implying the necessity of 
a quantum theory. One may understand the 
quantum process by considering all possible 
routes between an initial and a final state. 
The dynamics of the magnetization is de- 
scribed as a sum over all possible paths, 
including those that are classically forbidden 
like the one that takes M over its anisotro~v 
barrier, as depicted schematically in ~ i ~ s . .  2 
and 3. In this formulation, each path is 
weighted by the "action" along the path (the 
action is a measure of the energy in classical 
mechanics) (23). 

In microscopic magnetic particles, the 
action associated with the classically forbid- 
den tunneling paths, and thus their weight- 
ing, is small. However, among this set of 
paths there is one that dominates: it is the 
"saddle point" path, which passes directly 
through the valley of the potential-energy 
surface (depicted schematically in Fig. 2B). 
Mathematical techniaues have been devel- 
oped to sum up the effects of this path and 
paths that are related to it by small fluctu- 
ations. The result of these calculations is an 
expressi6n for the rate of tunneling w be- 
tween different easv axes. In this "auasi- 
classical" treatmen;, the rate o take: the 
form (1, 23, 24) 

where S,, the so-called "instanton action," 
is obtained from this sum over paths. The 
prefactor wo is determined by a classical 
attempt time (that is, the typical spin-wave 
frequency) and is difhcult to determine 
precisely (26). 

For this quantum tunneling problem, the 
Merence between FMs and AFMs is deter- 
mined by the configuration of spins in the 
saddle point state at point B ("barrier") in 
the schematic diagram of Fig. 2B and dis- 
played in Fig. 2C. As for the spin waves, the 
essence of the dHerence lies in the extent to 
which the spins remain parallel. In the FM 
codgumtion, the spins remain exactly par- 
allel; in the AFM case, the two sublattices 
are tipped with respect to one another. As a 
result, the AFM state is less favorable ener- 
getically than the FM state, so that the 
saddle point is passed over more rapidly in 
the AFM than in the FM state. This makes 
the instanton action S, lower for the AFM, 
and thus the tunneling rate w is greater for 
the AFM. As a result, quantum tunneling is 
easier to observe in AFMs than in FMs. 
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macroscopic quantum dynamics at low tem- Ultimately, these calculations yield pre- 
dictions for this tunneling rate, w, with the 
use of the instanton approximation. For the 
FM it is found that (21) 

where N,,,, is the number of spins in the 
magnetic particle, and we have introduced 
anisotropy constants for both the f and 9 
axes. The AFM result is (24, 27) 

Because typically J > > K,,,, it is indeed 
true that wAFM > > OFM. The appearance 
of the number of spins in the exponent 
means that, for both the FM and AFM 
cases, the tunneling rate becomes unob- 
servably small if the magnetic particles con- 
tain a large number of spins. Thus, we 
recover the expected result that large sys- 
tems behave classically and do not exhibit 
quantum tunneling. 

Magnetic Experiments 

As an example of the progress that is being 
made in the study of MQT in magnetic 
particles, we describe here the results of 
recent experiments on the low-temperature 
magnetic dynamics of ferritin particles. The 
ferritins provide a unique environment in 
which to explore such physical behavior: 
they are well studied in the biological com- 
munity (16, 28) as a result of their impor- 
tance in mammalian physiology, and one 
can obtain commercially dense ferritin so- 
lutions (intemarticle se~arations of about 

~ & 

20 nm) in which each particle contains 
about 4500 Fe3+ spin-512 ions. The parti- 
cles are basically antiferromagnetic, but, 
owing to their large surface-to-volume ratio 
at these reduced length scales, they have a 
relatively large number of uncompensated 
surface s~ins .  which ~ermits researchers to 

L ,  

probe their dynamics using the coupling of 
this excess moment to an external maenetic .. 
apparatus. These excess spins act as tracers 
for the AFM particle dynamics. From Moss- 
bauer studies (28) these particles are known 
to be superparamagnetic below their Nee1 
ordering temperature of TN - 240 K. This 
means that the particle acts as a single 
domain. and the dvnamics are described bv 
a single magnetic vector with a fluctuating 
direction. Also. from the lavered crvstal 
structure of the iron oxide particle, it is 
likely that the anisotropy has the simple 
uniaxial form illustrated in Fig. 2. The 
magnetic interaction between different par- 
ticles can be continuously controlled by the 
mixing of the ferritin solution with a solu- 
tion of apoferritin, a protein whose struc- 
ture is almost identical to that of ferritin but 
is nonmagnetic because the iron core is 
absent. This combination of circumstances 
presents a favorable situation ,for probing 

peratures. 
The experiments necessary to observe 

the magnetic dynamics in ferritin are de- 
manding, because the magnetic signal of a 
single particle and even of a small droplet of 
diluted ferritin solution is extremely weak. 
State-of-the-art superconducting quantum 
interference devices (SQUIDS) (2) are 
uniquely suited for making these observa- 
tions. Recent advances in superconducting 
VLSI (very large scale integration) technol- 
ogy have led to the development of minia- 
ture SQUID gradiometers and susceptome- 
ters configured for the detection of small - 
magnetic fields with nearly quantum-limit- 
ed sensitivitv (29). These devices have 
proven to be'valuable tools in the study of 
both local and global magnetic behavior of 
low dimensional magnetic structures. We 
have performed measurements (1 7) both of 
the frequency-dependent magnetic suscep- 
tibility ~ ( o )  and of the magnetic noise S (w) 
of ferritin proteins using a fully integrated 
thin-film dc SQUID susceptometer. This 
miniature planar superconducting circuit is 
shown in Fig. 4. 

In order to reduce the effects of strav 
magnetic fields, two remotely located series 
Josephson junctions are connected in a 
low-inductance fashion to a microfabri- 
cated gradiometer detector. This pickup 
loop structure consists of two square coun- 
tenvound niobium, pickup loops 15.0 ym 
on a side over a superconducting ground 
plane, one of which contains a measured 
sample of magnetic proteins. In addition, a 
center-tapped field coil, which takes a sin- 
gle square turn around each pickup loop, is 
used to apply an ac magnetic field G) 
for susceptibility measurements as well as to 
apply static dc fields. The single chip ex- 
periment and associated electronics are at- 
tached to the mixine chamber of a liauid " 
helium dilution refrigerator and cooled to a 
temuerature of T = 20 mK. In addition. the 
susceptometer assembly is electronically 
and magnetically shielded within a radio- 
frequency-tight superconducting chamber, 
and cooled within mu-metal cylinders to 
achieve a magnetic flux noise of < 
mz, where $, is the Josephson flux quan- 
tum. 

As we have mentioned above, many 
experiments have been performed on the 
temperature dependence of the magnetic 
viscosity; these experiments have been used 
to infer the presence of quantum tunneling 
at low temperatures (7, 8, 11-14). In this 
article we concentrate on a new technique, 
which concentrates on the short time dy- 
namics of magnetic particles. Magnetic vis- 
cosity measurements involve measurements 
on a very long time scale, with relaxations 
being measured on the scale of seconds. 
Such measurements are rather indirect, in 

Frequency (kHz) 

500 600 700 800 900 1000 
Frequency (kHz) 

Fig. 5. (A) Magnetic noise spectrum of a 
1000:l diluted solution of magnetic proteins; T 
= 29.7 mK; B = G. (B) Frequency- 
dependent magnetic susceptibility of the same 
sample after cycling the temperature to T = 4 
K;  T= 29.7 mK; B,, = G. The effect of flux 
motion is seen through the small shift in reso- 
nance frequency. [Adapted from (1 7)] 

that they cannot be used to observe the 
evolution of individual deerees of freedom. " 
but rather infer their properties from a 
measurement that averages over manv of - 
them. Therefore, these studies also are sus- 
ceptible to interparticle interaction, which 
often results in glassy behavior and will 
mask MQT of individual particles. As the 
theoretical section above discusses, MQT 
should have a much more significant and 
characteristic short' time behavior s 
in the experiments below), namely, the 
oscillation between two ~otential  wells. 
When it is possible to see such oscillatory 
behavior, one should view it as a much 
more striking and definitive manifestation 
of quantum behavior than the long-time 
relaxation. 

The key observation is that, in the more 
dilute solutions, a well-defined resonance 
does appear below roughly 200 mK both in 
S (w) and in the imaginary part, X" (w) , of 
~ ( w ) .  This resonance is interpreted as the 
tunnel splitting between two macroscopic 
states of the ferritin particles, namely, the 
Nee1 vector pointing up and pointing 
down. The shamness of the resonance that 
we observe indicates that dissipative cou- 
pling to the environment is weak, one of 
the important requirements for MQT. The 
behavior of the resonance as a function of 
temperature and magnetic field is consistent 
with theoretical expectations for the occur- 
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Fig. 6. (A) Dependence of the resonance fre- 
quency on applied dc magnetic fields; T =  29.7 
mK. The curve with the A symbols is the simple 
two-level system model of (1). (B) Temperature 
dependence of the resonance amplitude in 
near-zero field (B = G) showing a linear 
dependence at low temperature. (There is little 
shift in frequency.) The quantity Tx(w,,,)/S(W,,,) 
is shown as a check of Eq. 5 .  [Adapted from 
( 1 7)1 

Applied fleld (G) 

rence of MQT in antiferromagnets. 
Figure 5 shows the observed resonance 

at frequency v,,, = w,,,I2~r - 940 kHz in 
both S(w) and ~ " ( w )  for a 1000: 1 diluted 
solution containing -38,000 magnetic pro- 
tein particles at 29.7 mK. (Similar results 
are obtained for 10,000: 1 dilution.) Only a 
single resonance is observed up to the max- 
imum measured frequency of 5 MHz. Find- 
ing identical resonant frequencies in these 
two spectra is an important consistency 
check, because the two are related by the 
fluctuation-dissipation theorem (1 7) : 

(The second part of Eq. 5 is the high- 
temperature approximation, which is ap- 
propriate for the measurements reported 
here because hwre,/kBT < lop3, where kB is 
the Boltzmann constant.) In fact, a slightly 
higher w,,, is obtained from X" than from S 
in Fie. 5: this is attributable to the variation 
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field coils. The resonant frequency is very 
sensitive to small fields (as is evident from 
Fig. 6A), even those minute fields trapped 
within the components of the apparatus, 
and can only be fixed by cycling the tem- 
perature of the superconducting shield after 
initially cooling the sample. Equation 5 

.- 1.05 5 
aI 
I 

0.0 1 .oo 
104 1 o - ~  l o - s  

Applied field (G) 

Fig. 7. Behavior of the resonance height (a) 
and width (0) as a function of applied magnetic 
field at T = 29.7 mK. Both height and width 
values are normalized to 1.0 at near-zero field 
conditions (B i G). 

predicts that T~"(w,,,)lS(w,,,) should be 
independent of temperature. 

Figure 6, A and B, shows the behavior of 
the resonance with the applied magnetic 
field and temperature. Figure 6A shows that 
w,,, at low temperature is extremely sensi- 
tive to minute applied field (by earthly 
standards); it decreases somewhat up to a 
field of about 5 x lop4 G, above which the 
resonant frequency rises approximately lin- 
early. Figure 7 shows the decrease of inten- 
sity and broadening of the resonant peak 
with applied field. Figure 6B shows the area 
under the X" resonance plotted against 11T. 
At T* .= 200 mK [T* is the temperature 
(roughly 0.2 K in Fig. 6B) below which 
quantum tunneling through the anisotropy 
barrier dominates over thermal activation] 
the resonant ~ e a k  emerges out of the back- 
ground, and dy about 5 ; m ~  the area under 
the peak increases roughly linearly with 
1IT; or,, is essentially independent of T 
below 200 mK. Measurements of S and X" 
on an undiluted sample failed to show any 
resonant structure. We believe that this is a 
consequence of the appreciable interparti- 
cle interactions in the more concentrated 
material. 

Theoretical Interpretation 

The above observations can be quantita- 
tively described with the MQT theory (I, 
7). If the energy minima of the two macro- 
scopic states are equivalent, which occurs 
when the external magnetic field is negligi- 
bly small and the anisotropy has uniaxial 
(Ising) character, then the NCel vector 
performs a simple oscillation between them 
(I ) ,  and the magnetization correlation 
function takes the simple form 

where w,,, is the tunneling rate. Equation 6 
predicts resonant behavior for the Fourier 
transform S (w) - 6 (w t w,,,), and hence, 

through the fluctuation-dissipation theorem 
(Eq. 5), for ~ " ( w ) ,  as seen in the experi- 
ment. Here we assume (24) that, if the 
particle has a small number of uncompen- 
sated excess spins leading to a magnetic 
moment M,, then the dynamics are still 
determined by the Nee1 vector 1, and M 
simply follows 1 as a "slave" degree of 
freedom. An independent measurement of 
the excess magnetization of a batch of 
ferritin particles in the superparamagnetic 
regime 1 K < T < 240 K below the NCel 
temperature gives M, = 217 pB, where pB 
is the Bohr magneton. This is equivalent to 
about 43 spin-512 Fe3+ ions, a small frac- 
tion of the NSpi, - 4500 spins in the 
particle, and consistent with the expected 
number of uncompensated surface spins on 
such a small particle. Thus, one is justified 
in assuming that the particle behaves essen- 
tially like an AFM. 

We can assume that the ferritin particles 
in the dilute solution tunnel independently 
of one another (we confirm this with a 
simple estimate shortly); so, we expect the 
theory of MQT outlined to apply to the 
low-temperature observations, at least qual- 
itativelv. We now Dresent a set of simple 
interrelated estimates that support the con- 
sistency of the MQT interpretation. We 
combine Eq. 5 with Eq. 6 for hw - hw,,, 
<< kBT to get for the line shape of the 
lossy part of the magnetic susceptibility: 

Here N = 38,000 is the number of ferritin 
particles estimated to be inside the SQUID 
pickup. From the slope, Tx,,, - 0.9 x lop7 
emu.K G-' s-' of Fig. 6B one can solve 
for Mo in Eq. 7; taking the observed 
resonant frequency v,,, = w,,,/2~ = 9.4 x 
lo5 Hz, one finds M, = 640 pB. This is 
qualitatively consistent with the results of 
the high-temperature experiment (though 
a factor of 3 or 4 higher), in that it 
supports the idea that the ferritin particles 
are basically antiferromagnetic, with a 
small excess s ~ i n  relative to the total 
number of iron ions, N,,,,. 

We can use a more drastic but well- 
justified approximation to the tunneling 
system to predict some further properties of 
the quantum tunneling in the presence of 
an external magnetic field B. This is the 
two-level system approximation, which was 
very thoroughly explored by Leggett et al. 
(I). In this approach, only the lowest lying 
states in each of the two wells are taken 
into account; the effect of all higher lying 
states on the tunneling dynamics is ignored. 
This approximation can be justified for 
sufficiently low temperatures and sufficient- 
ly symmetrical wells, but it is difficult to 
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determine a priori how good this approxi
mation will be. We take the optimistic 
approach and attempt to apply the simplest 
prediction of the field dependence of the 
resonant frequency: 

vres(B) ~ [vres(0)2 + (BMo/h)2]1/2 (8) 

Taking the standard, high-temperature 
measurement of M0, M0 = 217 |xB, as the 
more accurate, one can see from Fig. 6A 
that the fit of Eq. 8 correctly matches the 
overall trend of the data. The two-level 
system model also predicts that the inten
sity of the resonant peak will decrease as the 
external magnetic field decreases the quan
tum-mechanical hybridization of the two 
states, and that the signal will broaden 
because the shift of vres will differ for each 
particle, depending on its orientation with 
respect to the external field. Figure 7 shows 
that experimentally both these trends are 
evident. If taken literally, the two-level 
system model predicts a somewhat stronger 
decrease of intensity and a somewhat great
er broadening than is observed; any non-
ideal effects such as protein clustering or 
alignment will serve to make such predic
tions uncertain. 

We now return to check the assumption 
that particles can be taken to be noninter-
acting in the 1000:1 diluted solution, 
where the typical interparticle distance r0 is 
about 200 nm. At these distances the only 
significant interparticle interaction should 
be dipolar: that is, each particle produces 
an effective field B 0 « MQ/T3 on another 
particle a distance r away. Assuming that 
the moments of the various particles point 
in random directions, we have estimated 
that (17) the typical net field experienced 
by any given particle is Beff « 2M0/TQ — 5.0 
X 1 0 - 4 G. This is of course a very small 
field by ordinary terrestrial standards, but it 
has approximately the maximum value con
sistent with Eq. 8 and the measured value of 
the resonant frequency, vres = 9.4 X 105 

Hz, given that BeffM0/h * 1.5 X 105 Hz. 
The same estimate for the undiluted solu
tion, where r0 ~ 20 nm, yields Beff ~ 0.5 
G, which, according to Eq. 8, would raise 
vres t o ~10 9 Hz, two orders of magnitude 
higher than the frequencies accessible in 
these experiments. We believe that this 
increase in vres accounts for the absence of 
a resonance in the concentrated sample. 
The interaction energy in the dense solu
tion BeffM0 is equivalent to a temperature of 
roughly 7 mK. Near this temperature one 
would anticipate seeing significant interpar
ticle ordering accompanied by a saturation 
of the low-frequency susceptibility for the 
concentrated system. In fact, we have seen 
some effect of local ordering below about 
200 mK (17). This does not seem unrea
sonable because we have seen evidence 
from electron microscope photographs for 

clustering of the particles, and hence for 
some stronger local interactions than we 
assumed in the estimate above. 

As a further application of antiferromag-
netic quantum tunneling theory (24), one 
can extract estimates of the anisotropy en
ergy K and the transverse susceptibility x_i_-
As shown in (24), (*)res is given by o)res ~ a>0 

exp(—Vx^KWiXg). Here V is the particle 
volume and o)0 is a characteristic micro
scopic frequency of order 1010 s_ 1 . The 
theory also provides an equation for T*. 
This formula is kBT* « (|XB/2)VK/X_L-
Solving for Xj_ and K in these two equa
tions, we find K ~ 1.9 X 103 erg c m - 3 and 
X± « 5.1 X 10~5 emu G" 1 cm"3 . This 
result for Xj_ is very characteristic of this 
kind of antiferromagnetic materials. The 
estimate for K is lower than is usually 
expected by a factor of 10 to 100. 

Through their relations to other observ
able quantities, one can check the self-
consistency of these estimates; it is this 
self-consistency that gives us the greatest 
confidence in the overall picture of quan
tum tunneling, more than any one individ
ual estimate. The transverse susceptibility is 
related to the Neel transition temperature 
by 

Xx - ^B2Nspin/(kBTNV) (9) 

Using the above estimate for Xj_ and taking 
NsPin = 4500, one gets TN « 240 K, in 
good agreement with the accepted Neel 
temperature (28). In Mossbauer spectrosco
py the blocking temperature TB is the tem
perature at which the classical barrier cross
ing occurs within one Larmor precession 
time 0)^ l ~ 2.5 X 10 - 9 s, and is related to 
the anisotropy by 

CDL ~ o)0 exp(-KV/2kBTB) (10) 

Using the above estimate for K in this 
formula, one obtains a blocking tempera
ture TB of —0.5 K. This is quite low in 
comparison with reported measurements of 
TB of ~40 K for horse spleen ferritin, which 
is a consequence of our rather low value of 
anisotropy. On the other hand, there are 
indications that TB is somewhat variable 
and is reported as low as 10 K. 

Conclusions 

To a large degree, this research is motivated 
by the desire to advance our general under
standing of magnetic interactions in matter 
and, in particular, the influence of quantum 
mechanics in magnetism. The focus of our 
work has been in a particular area of mag
netic dynamics; however, the investigation 
of small magnetic structures is only one part 
of this much larger field. In addition to the 
many scientific questions that arise in this 
field, this subject is of practical interest, 
because much of our information storage 

capability rests on the ability to measure 
and control the overturning of spin direc
tions in magnetic storage devices. The 
physical dynamics occurring in these media 
fall within the realm of conventional mag
netic phenomena; even though track 
widths are narrower than a human hair, 
their behavior is typically determined by 
the classical laws of magnetism. Neverthe
less, it is possible that, even in such mac
roscopic structures, the dynamics of domain 
wall motion (10) or the nucleation of mag
netic domains (30) at low temperature may 
be governed by some interesting quantum 
effects. In addition, this area of physics is 
important in the fabrication of magneto-
optical structures at reduced length scales, 
where the combination of small magnets 
and semiconductor technology may lead to 
a new class of active devices in microelec
tronics. 

This regime of experimental physics ad
dresses fundamental issues in the quantum 
theory of measurement: how does the act of 
probing quantum dynamics affect the in
trinsic process? In contrast to studies of 
electronic behavior in semiconductor mi-
crostructures or dissipation in superconduc
tors and Josephson junction devices, the 
physics of magnetism makes it relatively 
easy to achieve the decoupling from the 
environment that is necessary for the oc
currence of MQT. This is so because local 
magnetic moments interact very weakly 
with the most important thermal degrees of 
freedom in solids such as lattice vibrations 
(31) and conduction electrons; by contrast, 
observation of macroscopic quantum effects 
in conduction electrons themselves (in 
"mesoscopic" electronic devices) has re
quired heroic efforts, because free electrons 
couple easily with their environment. Mag
netic materials offer the promise of making 
possible the systematic study of the transi
tion from the quantum to the classical 
regime through variations in temperature, 
applied fields, material composition, and 
shape. Other types of magnetic fluctuations 
are also possible candidates for MQT and 
have been studied by other workers; these 
include the motion of magnetic domain 
walls (10), the appearance of small magnet
ic "bubble" domains (30), and even the 
behavior of individual magnetic ions in a 
crystal field (32). 

The making of nearly microscopic mag
nets is still a challenging problem, and new 
and unexpected developments are inevita
ble. Even now, the distinction between 
"natural" and "artificial" production of 
these systems is already blurred: if we use a 
bacterium to make a magnetite particle but 
do so by biologically engineering the orga
nism and then feeding it a special "diet," is 
this natural or artificial? What about a 
tailored biochemical reaction involving 
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specially designed organo-metallic precur- 
sors? Currently, the limiting factor for ex- 
perimentalists is the lack of magnetic ma- 
terials that are precisely controlled at the 
atomic scale. Armed with the information 
available to date, it is extremely important 
to manufacture micromagnetic structures 
with a detailed characterization of the par- 
ticle morphology and of the atomic constit- 
uents. Both of these variables play an im- 
portant role in controlling quantum dynam- 
ics in small magnetic structures. Advances 
in the engineering of micromagnetic mate- 
rials combined with ongoing theoretical - 
efforts in this area of science make nano- 
meter-scale magnets important tools to help 
reveal the significance of quantum mechan- 
ics in the macroscopic world. 
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The Age and Size of the Universe 
Sidney van den Bergh 

Modern distance determinations to galaxies were reviewed and placed on a uniform and 
self-consistent scale. Based on eight separate but not entirely independent techniques, the 
distance to the Virgo cluster was found to be 15.8 ? 1.1 megaparsec. Twelve different 
determinations yield a ComWirgo distance ratio of 5.52 ? 0.13 and hence a Coma 
distance of 87 ? 6 megaparsec. With a cosmological redshift of 7210 kilometers per 
second, this gives a Hubble parameter Ho (local) of 83 ? 6 kilometers per second per 
megaparsec. From the velocity-distance relation of rich clusters of galaxies, the ratio of the 
value of Ho (global) to the value of Ho (local) was determined to be 0.92 ? 0.08. In other 
words, the cluster data do not show a statistically significant difference between the local 
and global values of the Hubble parameter. If one nevertheless adopts this relation between 
H, (global) and Ho (local), then the value of Ho (global) is 76 ? 9 kilometers per second 
per megaparsec. This observed value differs at the -3u level (where u is the standard 
deviation of the distribution) from values in the range 36 s Ho s 50 kilometers per second 
per megaparsec, which are derived from stellar evolutionary theory in conjunction with 
standard cosmological models with a density parameter (R) that is equal to 1 and a 
cosmological constant (A) that is equal to 0. 

T h e  expansion of the universe was discov- 
ered with the Mount Wilson 100-inch (2.5- 
m) telescope by Hubble ( I )  and Hubble and 
Humason (2). During the last decade, it has 
become clear (3) that the velocity-distance 
relation for galaxies exhibits considerable 
intrinsic scatter. To determine the present 
value of the Hubble parameter (H,) from 
the relation V = HOD, one must therefore 
measure the distance (D) of remote galaxies 
with recession velocities (V) that are at 
least an order of magnitude larger than the 
exvected deviations from a smooth Hubble 
flob. However, Hubble noted (4, p. 202): 

W i t h  increasing distance, our knowledge fades, 
and fades rapidly. Eventually, we reach the d i m  
boundary-the utmost limits of our telescopes. 
There, we measure shadows, and we search 
among ghostly errors of measurement for land- 
marks that are scarcely more substantial. 

In distant galaxies even the brightest ob- 
jects of standard luminosity are dim and 
difficult to measure. As a result. the deter- 
mination of distances to remote galaxies is 
particularly challenging. This results in 
considerable uncertainty in the numerical 
value of the Hubble parameter, which is a 
measure of the scale size and hence the age 
of the universe. 

Recently, the availability of charge-cou- 
pled devices (CCDs) has revolutionized the 
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study of faint stars and galaxies (5). The 
quantum efficiency of CCDs is -50 times 
greater than that of the fastest photographic 
emulsions that had previously been used to 
study such objects. Furthermore, CCDs are 
linear panoramic devices with a large dy- 
namic range that are particularly well suited 
to data reduction by high-speed computers. 

In this article, an up-to-date review is 
given of presently available observational 
evidence on the extragalactic distance 
scale. All modern distance determinations 
have been vlaced on a uniform and self- 
consistent scale (6, 7). The recent discov- 
eries of the type Ia supernovae 1991T 
(which was overluminous) and 199 1bg 
(which was very underluminous) have 
made it clear that such supernovae cannot 
be regarded as reliable distance indicators of 
standard luminositv. In addition. the diam- 
eters of supergiant spiral galaxies are not 
reliable "vardsticks" for measurement of the 
extragalactic distance scale. The brightest 
galaxies in some types of rich clusters were 
found to have a small luminosity dispersion, 
and these galaxies can therefore be used to 
place significant constraints on the possible 
difference between the local and global 
values of the Hubble varameter. 

Here, the plan of attack on the distance 
scale problem was as follows: first, CCD 
observations of Cepheids variables, RR 
Lyrae stars, and other objects of known 
intrinsic luminosity were used to determine 
the distances to a small number of key 
nearby galaxies such as the Magellanic 
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