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chromatin, these x-ray images of rat sperm 
nuclei have also demonstrated that x-ray 
lasers can resolve structures as small as 500 
A attached to biological structures. Where­
as additional studies must be performed to 
refine the estimates of tightly bound water 
in sperm chromatin provided by these im­
ages, these results support recent AFM 
studies that show that sperm chromatin 
must be extensively hydra ted. This water of 
hydration, which may contribute as much 
as one-third of the volume of the rat sperm 
nucleus, is most likely located within the 
600 to 1000 A nodules of sperm chromatin 
(12) and between lamellae (13y 14) • 

An advantage of x-ray microscopy that 
will prove useful in future studies is that it 
can also be used to obtain information 
about elemental density. By selecting an 
appropriate x-ray laser wavelength, one can 
enhance the contrast between elements. In 
Fig. 3, we show the wavelengths of demon­
strated nickel-like x-ray lasers along with 
the calculated transmission for 1 |xm of 
water, DNA, and protein and for 500 A of 
gold. The large change in absorption across 
the carbon absorption edge at 44.3 A can 
be used to map out carbon abundance when 
two images of the specimen are taken, one 
with the tantalum x-ray laser (44-83 A 
wavelength) and one with the tungsten 
x-ray laser (43.8 A wavelength). Such data 
obtained for rat sperm nuclei, for example, 
would provide the additional information 
we need to better estimate the extent of 
sperm chromatin hydration. 

The 44.83 A wavelength of the nickel­
like tantalum x-ray laser used in these exper­
iments is nearly optimal for the imaging of 
biological specimens that have been immu-
nogold-labeled. The development of normal 
incidence multilayer x-ray optics at wave­
lengths below the carbon K-edge (43.7 A), 
where there is high contrast between pro­
teins and water, will make short wavelength 
x-ray laser microscopes possible. Theoretical 
calculations indicate that short wavelength 
x-ray optics can be fabricated with existing 
technology, and we expect several groups to 
succeed within a year. In addition, improve­
ments in the capability of current x-ray lasers 
through the use of multilayer mirrors to 
double-pass the gain region or through in­
creasing the laser gain should lead to 100 to 
1000 times more output. The increase in 
energy will allow combining several micro­
scopes to produce images of the object along 
different lines of sight. These multiple 
frames could be synchronized to obtain 
three-dimensional images or time-delayed to 
observe the effects of high dosage on speci­
mens. In addition, new glass laser technol­
ogy affording high average power should 
allow the construction of x-ray lasers that are 
more compact (3 by 10 m) than the Nova 
laser and cost less ($1 million rather than 

several hundred million dollars) and that 
offer reasonable repetition rates (once every 
5 to lOmin) (18). 
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Room-Temperature, Electric Field-Induced 
Creation of Stable Devices in CulnSe2 Crystals 

David Cahen,* Jean-Marc Gilet, Claus Schmitz,t Leonid Chernyak, 
Konstantin Gartsman, Abram Jakubowiczt 

Multiple-junction structures were formed, on a microscopic scale, at room temperature, by 
the application of a strong electric field across originally homogeneous crystals of the 
ternary chalcopyrite semiconductor CulnSe2. After removal of the electric field, the struc­
tures were examined with electron beam-induced current microscopy and their current-
voltage characteristics were measured. Bipolar transistor action was observed, indicating 
that sharp bulk junctions can form in this way at low ambient temperatures. The devices 
are stable under normal (low-voltage) operating conditions. Possible causes for this effect, 
including electromigration and electric field-assisted defect reactions, are suggested. 

The use of semiconductors in devices de­
pends critically on our ability to tailor their 
electronic properties. This is achieved 
chemically by doping, which is the con­
trolled introduction of species different 
from those making up the semiconductor. 
The dopants are usually foreign species and 
they are introduced by thermal diffusion or 
ion implantation. Both are high-energy 
processes. We have found that controlled, 
local changes in the concentrations of 
dopants can be made, at ambient tempera­
ture, in ternary chalcogenide semiconduc­
tors, especially CuInSe2, without the intro­
duction of any foreign species, as a result of 
the action of strong electric fields (E fields). 
The process is illustrated by the formation 

Department of Materials and Interfaces, Weizmann 
Institute of Science, Rehovot, Israel. 

*To whom correspondence should be addressed. 
tPresent address: Institut fur SOLARE Energieversor-
gungstechnik, Kassel, Germany. 
^Present address: IBM Research Laboratories, 
Riischlikon, Switzerland. 

of bipolar transistor structures. 
The use of E fields to change preexisting 

doping profiles obtained by thermal diffu­
sion goes back to the early days of Si and Ge 
semiconductor science (I, 2) . Indeed, the 
compensated material needed for the action 
of Si:Li detectors is obtained by controlled 
electromigration of Li after its thermal in-
diffusion into Si (3). The so-called "form­
ing'' of contacts to Se rectifiers has also 
been related to dopant electromigration 
(4) • Other examples of the action of E fields 
on semiconductor doping include deep-
level defect gettering in Si, Ge, or GaAs 
(5-7). 

The relative ease by which CuInSe2 

(CISe) can be doped to yield n- or p-type 
CISe has been ascribed to its doping by 
native defects (8) (although doping by for­
eign species is possible as well). Thus diodes 
have been formed in originally p-CISe by 
thermal indiffusion of Cu or In (9, 10); 
facile homojunction formation was ob­
served in single-crystal CISe as a result of 
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Electron beam 

Fig. 1. Schematic of the experimental setup, 
showing the point contact and (optional) small- 
area Au (or Pt) dot contacts, the scanning 
electron beam, and the volume in which elec- 
tron-hole pairs are created, as a result of the 
beam (24). High voltage (HV) can be applied 
and current-voltage characteristics (I-V) and 
EBIC can be measured, as shown. 

vacuum deposition of CdS or Cd (I I). In 
all these cases an external chemical ~hase  is 
involved. In the experiments reported here, 
bulk microscopic homojunctions are formed 
in originally homogeneous material after an 
E field is applied to it, by means of point or 
small-area metal contacts. Although the 
actual mechanisms are not completely 
clear, the successful demonstration of two- 
terminal bipolar phototransistor action 
shows the dramatic effects that can be 
obtained. Conventional preparation of a 
thin-film transistor with polycrystalline 
thin-film p-CISe, a material that is under 
intensive investigation for use in photovol- 
taic devices (1 2), has been reported (13). 

The semiconductor CuInSe2 with an 
optical bandgap, EG, of 1.02 eV (at room 
temperature) has the ordered zincblende, 
chalcopyrite (I42d) structure. We show 
elsewhere that, in addition to p- or n-type 
semiconductivity, this material can exhibit 
some ionic conductivity as a result of Cu 
mobility (14). This semiconductor differs 
from normal mixed conductors in that it 
shows respectable semiconducting proper- 
ties (the samples for which we report results 
here had net hole concentrations of 1013 to 
1014 cm-3 and Hall mobilities of 100 to 10 
cm2 V-' s-') and in that a gradient of the 
chemical potential of the mobile species 
can exist in it, in the absence of an applied 
electrical potential. We have termed mate- 
rials with such a combination of properties 
"semionics" (1 5). Using a point-contact 
potentiostatic current decay method (16), 
we measured effective chemical diffusion 
coefficients of Cu in the samples, at room 
temperature, and found relatively high val- 
ues ( ~ 1 0 - ~  cm2 s-I). These observations 
fit with the vacancy diffusion mechanism 
that we propose (1 4), because the samples 
are Cu-poor. Elsewhere we show that such 
measurements can lead to a systematic 
overestimate of two to four orders of mag- 
nitude, due to uncertainty about the actual 

Fig. 2. EBlC images of the - 0.1 mm 
surface of a pCulnSe, crys- 
tal, with an evaporated Au 
contact on it. Sample char- 
acteristics: Cu:ln:Se = 

-u -- 
22.6:26.6:50.8 atom %; elec- 
trical resistivity p = 4.5 x lo3 A 
ohm-cm; Hall mobility p -10 
cm2 V-l S-I [net concentra- 
tion of electronic carriers 
(holes) - 1.5 x 1014 ~ m - ~ ] .  

Experimental EBIC: beam voltage, conditions 30 kV; for - 5 1 60-rl; 40 : ¤ 12 
spot size, 100 nm; beam cur- a • :- - 
rent, -1 n A  white contrast - - z' 5 
corresponds to the flow of > o 9 l o  g 
electrons from the top con- P 

F. tact into the bulk. (A) Before 20 
'--.-.0 

8 
application of positive bias to SO l o o  150 
the Au contact, showing only D Cm) 
a metal-semiconductor barri- 
er (corresponds to the I-Vcharacteristic as in curve a in (E); the high resistance in the forward direction 
is due to the low (original) carrier concentration of the crystal). (B) After application of positive bias (36 
V, 78 min, 50% duty cycle triangular pulses at 100 Hz) to the Au contact, showing the formation of a 
junction outside the area of the Au contact (corresponds to the I-Vcharacteristic in curve b in (E), which 
shows an increase in the fotward resistance). (C) After application of further positive bias [50 V, 98 min, 
same wave form as in (B)] to the Au contact, showing the disappearance of contrast near the metal 
contact (corresponds to the I-Vcharacteristic in curve c in (E), which shows further increase in the 
forward resistance). (D) After application of still further positive bias to the Au contact [56 V, 138 min, 
same wave form as in (B)], showing the formation of a second junction (corresponds to the I-V 
characteristic in curve d in (E), with blocking behavior in both directions). The cross hairs show the spot 
for electron beam excitation of the sample, to obtain the I-Vcurves of Fig. 4. (E) Time evolution of I-V 
curves, measured during the experiment, before, between, and after high-voltage biasing. The maximum 
voltages that were applied for the I-Vmeasurements were lower (54 V) than the voltages used to create 
the desired structures. Curves a to d correspond to EBIC images (A) through (D) (see below). The 
dashed line shows, schematically, the blocking (reverse bias) parts of curves b, c, and d. Positive polarity 
corresponds to the top contact positive with respect to the back contact. (F) Dependence of the extent 
of the ring-like EBIC contrast, as shown in (B), (C), and (D), on applied voltage and on the I-Vproduct. 
0, diameter of most external region of contrast. 

contact area [see the discussion in the 
appendix of (14)l. This is important be- 
cause otherwise it is not possible to explain 
the observed stability of the doping profiles 
and the device action (see below). Samples 
with compositions closer to stoichiometry 
had smaller effective values by up to four 
orders of magnitude (14). Although we did 
succeed in making device-like structures in 
them (1 7-20), they were, in general, more 
difficult to work with. 

Single crystals, used for the results re- 
ported here, were grown for the National 
Renewable Energy Laboratory (Golden, 
Colorado) by K. J. Bachmann, by direct 
solidification of near-stoichiometric melts, 
under a Se pressure of lo3 Pa (2 1). Similar 
results can be obtained on other samples, 
including (Cu,Ag)InSez samples grown by 
us (22). Front contacts were either 525 pm 
in diameter, mechanically sharpened Au or 
Pt points, placed directly on the polished 
and etched (in Br2-methanol solution) 
CISe surface, or 50 pm in diameter, evap- 
orated Au spots, 10 to 20 nm thick (Fig. 1). 
Typical sample thicknesses were 0.5 mm. 
All of the back side (3 to 4 mm2) was used 
for (evaporated Au) back contact. The 
experiments were performed inside a Philips 

5 15 scanning electron microscope (SEM), 
modified for electron beam-induced current 
(EBIC) and with the possibility for placing 
the top contact onto the sample at prede- 
termined positions. This configuration re- 
sulted in weak Schottky barriers between 
the sample and the top contact (0.3 to 0.4 
eV), giving an EBIC signal just under the 
Au spot [see (I I)]. The main parameter 
that was varied was the time-voltage profile. 
The voltage was applied in the reverse direc- 
tion to obtain high E-field strengths locally. 
The bias was slowly increased until the 
current started to increase steeply (close to 
reversible breakdown of the avalanche 
type), and care was taken to avoid (irrevers- 
ible) thermal breakdown. This process was 
repeated, with steadily increasing voltage 
needed for current increase, until no further 
changes in the current-voltage (I-V) relation 
and EBIC resulted (Fig. 2, A through E). 

For the I-V measurements (Fig. 2E) the 
maximum voltages that were applied were 
maintained well below the voltaees used to 
create the desired structures (kg. 2, A 
through D). In Fig. 2E, curve a is the initial 
characteristic of the metal-semiconductor 
contact. Application of a sufficiently high E 
field in the reverse direction (to modify the 
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Fig. 3. Mixed EBIC and secondary electron (SE) 
image, plus superimposed EBIC line scan (tak- 
en throuah the center of the structure. on the too 
surface):of a pCulnSe, sample, after the appi- 
cation of an electrical bias of 200 V, traoezoidal 
pulses at 45 HZ (-45% duty cycle) for 5 min. 
The sample was cleaved after this, yielding the 
view shown with the cleavage plane in the lower 
half of the image. Contact to the evaporated Au 
spot on the top surface (upper half of the image) 
is made by an Au wire. Experimental conditions 
for EBICISE are as in Fig. 2. 

material) led to a continuous increase of the 
resistance (Fig. 2E, curves b and c, forward 
direction). Finally a situation was reached 
where blocking was observed for both volt- 
age polarities (Fig. 2E, curve d). Applica- 
tion of high fields in the forward direction 
did not lead to changes, until thermal 
breakdown. 

Initially all modifications of the semi- 
conductor were confined to a shallow re- 
gion below its surface (as confirmed by 
junction EBIC results), where the material 
is depleted of charge carriers as a result of 
the reverse direction of the applied E field 
(Fig. 2A). Subsequently the E field induced 
permanent changes as expressed by the 
formation of an internal E field, surround- 
ing the metal contact (compare Fig. 2, B 
and C, with Fig. 2A, obtained before ap- 
plication of the E field). We interpret this, 
in view of the I-V curves, as due to local 
changes in carrier concentration, leading to 
the formation of a p-n junction positioned 
outside the area covered by the contact 
(EBIC reveals a ring; Fig. 2, B and C). 
Seebeck coefficient measurements con- 
firmed the conversion from one type of 
conductivity to another below the metal. 
Further treatment resulted in the formation 
of a second junction, as shown by EBIC 
(Fig. 2D). The dependences of the extent 
of the effect on the applied voltage and on 
the power needed are shown in Fig. 2F. The 
dependence of the EBIC signal on the 
electron beam voltage, junction EBIC mea- 
surements near an edge, as well as EBIC 
measurements on samples, cleaved after 

Fig. 4. Plot of the I-Vcharacteristics obtained with 
the structure corresponding to Fig. 2D and curve 
d in Fig. 2E, by exciting the external junction of the 
structure with the electron beam. The beam cur- 
rent was changed by varying the spot size, from 
(curve a) 0 nA (dark, that is, without electron 
beam excitation) to (curve b) 0.25 nA (50 nm) to 
(curve c) 0.9 nA (1 00 nm) to (curve d) 3.2 nA (300 
nm) to (curve e) 16.7 nA (500 nm). The beam 
currents were measured by means of a Faraday 
cup. Absorbed currents were, as a rule, 60% of 
the measured beam currents. Polarity was as in 
Fig. 2E. (Inset) Curve b: same, but for the 
structure of Fig. 2A, with 500-nm (16.7 nA) 
electron beam spot size; curve a: without the 
electron beam (same as curve a in Fig. 2E), and 

application of the E field (Fig. 3), show that 
these features can extend up to hundreds of 
micrometers into the material. 

Secondary ion mass spectroscopy of struc- 
tures, after E-field application, shows that 
Au from the contact penetrates at the most 
a few micrometers (23). No changes could 
be observed in the backscattered electron 
imaging modes of the SEM, but with sec- 
ondary electron imaging voltage contrast 
was seen, which could be compensated for 
by small (10.5 V) external voltages. Con- 
trol over this process is shown by the fact 
that we could produce repeatedly the same 
structure on different areas of the same sur- 
face; however, although the process is re- 
versible in its initial stages, once a complete 
structure is formed, it cannot be changed 
except by catastrophic breakdown. These 
results were obtained without any evidence 
for CuO precipitation under or near the 
contact, even though the reverse bias had 
the correct polarity for this. At no stage did 
we see anv evidence for meltine of the w 

semiconductor or of the contact; the same 
was also true when metals of lower melting 
point, such as Al, Cd, and In, were used. 

Because the final configuration consists 
of two junctions in series (Fig. 2D), it 
represents the basic structure of a bipolar 
transistor. The Dresence of two iunctions is 
consistent with ;he bipolar blocking behav- 
ior of the final I-V curve (Fig. 2E, curve d). 
One way to prove that relatively sharp 
(bulk) junctions are formed is to check to 
see if this structure behaves as a (bipolar) 
transistor. To do this, we operated it in the 
two-terminal phototransistor mode, using 
the top and bottom contacts that served to 
create the device as emitter and collector. 
This was done to avoid possible point con- 
tact transistor action that can result when a 
second small area contact is made to the 
middle ("base") region. Because the exper- 
iments were performed in the SEM, we used 
electrons (instead of photons) to generate 
excess carriers. 

Figure 4 shows the I-V curves obtained 
under electron beam excitation, on the 
original metal contact (inset, curve b) and 

shown for comparison only; CE, collector-emitter. 

on the final transistor-like structure. With- 
out changing the measuring configuration 
and only as a result of the action of the E 
field, the effect of electron beam excitation 
shifts from the upper left quadrant of the 
I-V plot to the lower left one (or to the 
upper right one, depending on the area 
excited by the electron beam). The nonlin- 
earity of the curves in Fig. 4 is typical for 
transistor behavior. To calculate amplifica- 
tion, we use the EBIC efficiency, expressed 
as a generation factor, G, by 

where I, is the number of electrons per 
second deposited in the sample by the 
electron beam, the absorbed current. For 
our samples 1, was 0.6 to 0.7 times the 
beam current, as measured by a Faraday 
cup. The theoretical maximum of G (for 
30-keV electrons), on the basis of the beam 
current (24), is 

With absorbed instead of beam current this 
value decreases to =6000. We find a dra- 
matic increase in G from =1000 (for the 
initial metal contact) up to ~ 5 5 0 0 .  We 
ascribe this relatively low value to the 
presence of a high dark, leakage current 
(Fig. 4, curve a) in our structures. This is so 
not only because of the quality of the 
material but also because of the high injec- 
tion conditions, which decrease the abso- 
lute generation efficiency of the electron- 
hole pair. Evidence for amplification was 
found in device structures, obtained in sim- 
ilar CISe and (Cu,Ag)InSe2 samples, with 
either point or evaporated Au contacts, for 
which the relative increase of device re- 
sponse with increasing electron beam cur- 
rent was much higher than the correspond- 
ing relative increase of the electron beam 
current. Thus, an increase of the electron 
beam current by 40% increased the device 
response by 450%. Such behavior cannot 
be due to a photodiode effect only. Thus, 
the I-V curves. both those measured with- 
out and those measured with electron beam 
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excitation, together with the EBIC obser- 
vations and the hot probe results, demon- 
strate the formation of multiple junctions in 
the bulk of the material by the application 
of E fields. The device response indicates 
that these junctions are relatively sharp. 

A number of explanations, to be dis- 
cussed in detail elsewhere (20, 22), can be 
given for these observations, namely, ther- 
mal effects, E field-induced defect reactions 
(creation or annihilation, dissociation or 
association of defects) and electromigration 
of defects. All involve local changes in the 
concentration of doping defects, something 
for which we obtained indirect evidence 
from changes in the intensity and energy of 
peaks in cathodoluminescence spectra. Ma- 
jor problems that any model to explain our 
observations must address are the stability 
of the changes and the ability to form two 
junctions of opposite polarity without 
changing the polarity of the bias voltage. 

The regularity shown in Fig. 2, A 
through D, suggests the occurrence of elec- 
tromigration, but the stability of the chang- 
es (why do the dopants not diffuse back in 
the electrochemical potential gradient?) ar- 
gues against this, unless E-field application 
leads to a local decrease in the chemical 
diffusion coefficient [by a change in the 
thermodynamic factor (25) or jump fre- 
quency (26, 27), such as through a change 
in vacancy concentration]. In addition, the 
single junction, observed first (by EBIC), 
indicates a decrease in the concentration of 
acceptors (or an increase in the concentra- 
tion of donors) near the small area anode 
(with correspondingly opposite results for 
n-type samples), that is, apparent counter- 
Coulombic effects. We can offer two possi- 
ble explanations for this latter observation. 

1) Formation of an ion migration 
"wake," the formation of a trough and a 
crest in the concentration of the mobile 
dopant, where the junction due to the 
trough is initially "shadowed" by the junc- 
tion due to the crest and only becomes 
observable when further migration, away 
from the contact, occurs. In some instances 
we have been able to observe such a situa- 
tion by using EBIC under bias and have 
seen indications for it in 1-V characteristics. 
In this case the Coulomb force, Fd = Zd q E 
[where Zd is the (effective) valence of the 
migrating defect, q is the electron charge, 
and E is the E field], can explain our 
observations. 

2) Electron "wind" can explain the ap- 
parent counter-Coulombic charge flow, in- 
dicated by the polarity reversal of the in- 
nermost junction. It exerts a force F, = 
- n, A, s, q E, where n, is the density of 
electronic carriers, A, is the mean free path 
between scattering events, and s, is the 
cross section for electron-ionized impurity 
scattering. Comparing Fd and F,, we see 

that the wind effect will dominate only if 
(n, A, s,) > Zd. The wind (or "drag") effect, 
well known in metal physics (28), causes 
migration of atoms or ions as a result of the 
transfer of momentum from electronic car- 
riers to them. This can be possible during 
the current spikes, achieved during the 
momentary (avalanche) breakdown that of- 
ten accompanies the changes in EBIC. Its 
opposite polarity can explain why no CuO 
precipitation is observed. 

Because we work in reverse bias, the 
possibility of recombination-enhanced de- 
fect reactions (29) is low. However, during 
avalanche, when chemical bonds will be 
weakened in the junction region, a mech- 
anism such as SLEF (short-lived large ener- 
gy fluctuations) (30) can be operative. It is 
also possible that the E field acts directly by 
changing locally the Fermi energy, thus 
changing the charge state of defects (31). 
On a larger scale, dislocations and grain 
boundaries can act as a source or traD for 
dopants. We have observed a strong corre- 
lation between the EBIC profile and chem- 
ical etch pits in similar experiments on 
(Cd,Hg)Te (32). 

The observation that both high voltages 
and (transient) high currents are needed to 
produce these stable devices (Fig. 2F) sug- 
gests that localized heating effects do play a 
role, albeit a limited one. because no melt- 
ing occurs. These effects are expected to be 
strongest around junctions, owing to the 
injection of hot carriers and electron-pho- 
non interactions. They can locally enhance 
the diffusion of defects or defect reactivity. 
The relative sharpness of the EBIC signal 
can then be explained by the nonequilib- 
rium nature of the process, that is, the 
momentary presence of high currents, lead- 
ing to thermal spikes, and thus to effects 
akin to r a ~ i d  thermal annealine. Because - 
the phenomenon described here occurs un- 
der conditions of high excitation. it is likelv 
that a combination of these effects is re: 
sponsible for its observed stability and reg- 
ularity; for instance, the occurrence of 
SLEFs may activate a fast ionic transport 
mechanism (33). ~, 

In conclusion, we have shown that 
room-temperature application of external E 
fields to CISe crystals can lead to local type 
conversion and to the creation of bulk 
junctions, without the introduction of a 
foreign phase and without melting of sam- 
ple or contact. Such junctions are stable 
after removal of the E field and sufficiently 
sharp to permit device action. This suggests 
a "chimie douce" (soft chemistry, that is, at 
low temperature) way to control the local 
microcomposition and properties of such 
semiconductors and, possibly, a way to 
fabricate monolithic devices. Further scal- 
ing-down of the phenomenon, to achieve 
nanofabrication, appears technically feasi- 

ble, with scanning-tunneling-or force mi- 
croscope-like probes, possibly in a field- 
emission mode, to affect changes in the 
bulk under the surface on a nanometer 
scale. 
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