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Controlling Cardiac Chaos 
Alan Garfinkel, Mark L. Spano, William L. Ditto, James N. Weiss 
The extreme sensitivity to initial conditions that chaotic systems display makes them 
unstable and unpredictable. Yet that same sensitivity also makes them highly susceptible 
to control, provided that the developing chaos can be analyzed in real time and that analysis 
is then used to make small control interventions. This strategy has been used here to 
stabilize cardiac arrhythmias induced by the drug ouabain in rabbit ventricle. By admin- 
istering electrical stimuli to the heart at irregular times determined by chaos theory, the 
arrhythmia was converted to periodic beating. 

T h e  realization that many apparently ran- 
dom phenomena are actually examples of 
deterministic chaos offers a better way to 
understand complex systems. Phenomena 
that have been shown to be chaotic include 
the transition to turbulence in fluids ( I ) ,  
many mechanical vibrations (2) , irregular 
oscillations in chemical reactions (3), the 
rise and fall of epidemics (4), and the 
irregular dripping of a faucet (5). Several 
studies have argued that certain cardiac 
arrhythmias are instances of chaos (6, 7). 
This is important because the identification 
of a phenomenon as chaotic may make new 
therapeutic strategies possible. 

Until recently the main strategy for 
dealing with a system displaying chaos was 
to develop a model of the system sufficiently 
detailed to identify the key parameters and 
then to change those parameters enough to 
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take the system out of the chaotic regime. 
However this strategy is limited to systems 
for which a theoretical model is known and 
that do not display irreversible parametric 
changes (often the very changes causing the 
chaos) such as aging. 

Recently a strategy has emerged that 
does not attempt to take the system out of 
the chaotic reeime but uses the chaos to 
control the system. The key to this ap- 
proach lies in the fact that chaotic motion 
includes an infinite number of unstable 
periodic motions (8). A chaotic system 
never remains lone in anv of these unstable - 
motions but continually switches from one 
periodic motion to another, thereby giving 
the appearance of randomness. Ott ,  Gre- 
bogi, and Yorke (OGY) (9) postulated that 
it should be oossible to stabilize a svstem 
around one df these periodic motiois bv 
using the defining feature of chaos, the 
extreme sensitivity of chaotic systems to 
perturbations of their initial conditions. 

The OGY theory was first applied exper- 
imentally to controlling the chaotic vibra- 
tions of 'a magnetoelastic ribbon (10) and 
subsequently to a diode resonator circuit 
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(I I) and to the chaotic output of lasers 
(12). We have found that it is possible to 
control a chaotic cardiac arrhythmia using 
the same basic properties of chaotic systems 
that were exploited by OGY but that are 
here employed in a new method of chaos 
control suitable for use in systems where no 
systemwide parameters can be readily ma- 
nipulated as required by the OGY method. 

Exverimental arrhvthmia model. Our 
cardiac preparation consisted of an isolated 
well-oerfused oortion of the interventricu- 
lar septum from a rabbit heart, arterially 
oerfused through the seotal branch of the - 
left coronary artery with a physiologic oxy- 
genated Kreb's solution at 37OC (13). The 
heart was stimulated by passing a 3-ms 
constant-voltage pulse, typically 10 to 38 
V, at twice the threshold between platinum 
electrodes embedded in the preparation, by 
means of a Grass SD9 stimulator triggered 
by computer. Electrical activity was moni- 
tored by recording monophasic action po- 
tentials with Ag-AgC1 wires on the surface 
of the heart. Monoohasic action ootentials 
and a stimulus marker tracing were recorded 
on a modified videocassette recorder (Mod- 
el 420, A. R. Vetter, Inc.) and one of the 
monophasic action potential traces was si- 
multaneously digitized at 2 kHz by a 12-bit 
A-D converter board (National Instru- 
ments model AT-MIO-16). The digitized 
trace was processed in real time by a com- 
outer to detect the activation time of each 
beat from the maximum of the first deriva- 
tive of the voltage signal. 

c7 - 
Arrhythmias were induced by adding 2 

to 5 uM ouabain with or without 2 to 10 
pM epinephrine to the arterial perfusate. 
The mechanism of ouabain-epinephrine- 
induced arrhythmias is probably a combina- 
tion of triggered activity and nontriggered 
automaticity caused by progressive intracel- 
lular Ca2+ overload from Na+ pump inhi- 
bition and increased CaZ+ current (1 4. 1.5). > ,  , 

We reasoned that this arrhythmia might 
progress to chaos because in cardiac myo- 
cytes intracellular Ca2+ is regulated by sev- 
eral interactivelv couoled orocesses whose . . 
delicate balances is disrupted by ouabain. 
The resultant oscillations in intracellular 
Ca2+ cause spontaneous beating by activat- 
ing arrhythmogenic inward currents from 
electrogenic Na+-Ca2+ exchange and 
Ca2+-activated nonselective cation chan- 
nels (1 4). Typically the ouabain-epineph- 
rine combination induced spontaneous 
beating, initially at a constant interbeat 
interval and then progressing to bigeminy 
and higher order periodicity before devel- 
oping a highly irregular aperiodic pattern of 
spontaneous beating in -85 percent of the 
preparations. The duration of the aperiodic 
phase was variable, lasting up to several 
minutes before spontaneous electrical activ- 
ity irreversibly ceased, probably correspond- 

Time (s) Time (s) 

Fig. 1. Recordings of monophasic action potentials (MAPS) (A, C, E, and G )  and their respective 
Poincare maps of interbeat intervals (6, D, F, and H) at various stages during arrhythmias induced 
by ouabain-epinephrine in typical rabbit septa. Typically the arrhythmia was initially characterized 
by spontaneous periodic beating at a constant interbeat interval (A and B), then developed 
bigeminal or period 2 patterns (C and D) or higher order periodicities such as a period 4 pattern (E 
and F), and lastly a completely aperiodic pattern (G and H). Note that in the Poincare map of the final 
stage the points form an extended structure that is not point-like or a set of points (that is, not 
periodic) and is not space-filling (that is, not random). This is a sign of chaos. 
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Fig. 2. (A) The Poincare map of the aperiodic 
phase of a ouabain-epinephrine-induced ar- 
rhythmia in a typical heart preparation illustrat- 
ing the structure of the chaotic attractor. (B) 
Blowup of the Poincare map in the region of the 
unstable fixed point illustrating schematically 
the idealized chaos control method. (C) A sche- 
matic of the actual implementation achieved 
with chaos control. Note that the stable mani- 
fold has shifted, a common variation among 
data runs. The circles in (B) and (C) enclose the 
region about the fixed point in which chaos 
control is enabled. 

ing to progressive severe membrane depo- 
larization from Naf pump inhibition. The 
spontaneous activity induced by ouabain- 
epinephrine in this preparation showed a 
number of features symptomatic of chaos. 
Most important, in progressing from spon- 
taneous beating at a fixed interbeat interval 
to highly aperiodic behavior, the arrhyth- 
mia passed through a series of transient 
stages that involved higher order periodic- 
ities. These features are illustrated in Fig. 1, 
in which the nth interbeat interval (I,) has 
been plotted against the previous interval 
(I,-,) at various stages during ouabain- 
epinephrine-induced arrhythmias. Such a 
~oincar6 map (5)  a k w s  us to view the 
dynamics of the system as a sequence of 
pairs of points (I,-, , I,), thus converting 
the dvnamics of our svstem to a maD. This 
map has several special features. The first is 
that.a periodic motion appears as a finite set 
of points in such a plot (Fig. 1, A to C). 
When the arrhythmia progressed to the 
aperiodic stage, truly random aperiodicity 
would have demonstrated no structure in 
the Poincar6 map. Chaotic aperiodicity 
however is represented by an extended 
structure that is not a single point (or finite 
set of points) and yet is not space-filling. 
Figure 1D illustrates that the a~eriodic 
u 

phase of the ouabain-epinephrine-induced 
arrhythmia fell into the latter category, 
supporting a chaotic rather than a random 
process. In 11 preparations the PoincarC 
maps consistently showed patterns similar 
to Fig. ID, and these patterns are consis- 
tent with chaotic aperiodicity. Figure 1, A 
to D, as shown are-from different prepara- 
tions: However virtually all preparations 
exhibited at least one period doubling be- 
fore the arrhvthmia became chaotic (al- 
though it is not clear whether the transi- 
tions to chaos in our preparations are the 
result of a period doubling route to chaos). 

Method of chaos control. The control 
of chaos begins with the realization that, 
where the attractor crosses the line of iden- 
tity (I, = I,-,), it must contain an unstable 
periodic motion of period 1. (If it were 
stable,' the attractor would be only a single 
point lying on the diagonal of Fig. 1). Such 
a crossing point is called an unstable fixed 
point and represents constant interbeat in- 
tervals,, (with period 1). These unstable 
fixed points have associated directions 
along which the trajectory approaches and 
diverges from the fixed point. These direc- 
tions are called the stable and unstable 
manifolds, respectively. A typical sequence 
of interbeat intervals during aperiodic beat- 
ing induced by ouabain-epinephrine in a 
rabbit septum is indicated in Fig. 2A 
(points 163 through 167). From point 163 
to 164 the state of the system (or state 
point) moves toward the unstable fixed 
point. Thus point 163 must lie close to the 

stable manifold (direction). Points 164 
through 167 diverge from the unstable fixed 
point and hence reveal an unstable mani- 
fold (direction). In the chaotic region un- 
stable fixed points on the attractor possess 
at least one unstable and one stable mani- 
fold (16). Thus the local geometry around a 
fixed point in a PoincarC map plot is that of 
a saddle. In this case the saddle is a flip 
saddle; that is. while the distances of suc- 
cessive state points from the fixed point 
increase in an exponential fashion along 
the unstable manifold (one of the signs of 
chaos) the state points alternate on oppo- 
site sides of the stable manifold (1 7). The 
flip saddle appears as a short interbeat in- 
terval followed by a long interval and vice 
versa. 

Our method of chaos control. which we 
call proportional perturbation feedback 
(PPF) , consists of delivering a perturbation 
(near the desired fixed point) that forces 
the system state point onto the stable man- 
ifold of the desired fixed point. Conse- 
quently the system will naturally move 
toward the unstable fixed point rather than 
away from it. Contrast this with the OGY 
method. which moves the stable manifold 
to the current system state point rather 
than vice versa. Both methods use a linear 
approximation of the dynamics in the 
neighborhood of the desired fixed point. 
OGY then varies a systemwide parameter to 
move the stable manifold to the system 
state point; our method perturbs the system 
state point to move it toward the stable 
manifold. Thus the magnitude of our per- 
turbation is the same as predicted by the 
OGY equations, but the sign is opposite. 
We developed the PPF method when it 
became obvious that our cardiac prepara- 
tion possessed no systemwide parameter 
that could be changed sufficiently quickly to 
implement classical OGY control. 

The procedure begins by determining 
the location of the unstable fixed point &,, 
as well as its local stable and unstable 
contravariant eigenvectors, f, and fu respec- 
tively. If 5, is the current position of the 
system on the PoincarC map and p is the 
predicted timing of the next naturaLbeat, 
the required advance in timing 6p is pro- 
portional to the projection of the distance 
&, - tF onto the unstable manifold (the 
unstable contravariant eigenvector): 

where: 

The constant of proportionality C depends 
on the unstable eigenvalue Au. This eigen- 
value determines the rate of the exponen- 
tial divergence of the system from the fixed 
point along the unstable manifold and is 
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easily determined (8) from the sequence of 
points 164 through 167 in Fig. 2A. Lastly, 
g is the sensitivity of points near the fixed 
point to an advance in the timing 6p, 
which we approximate with the change in 
the fixed point with respect to 6p: 

SSF g o -  
6P 

The constant C is inversely proportional to 
the projection of this change onto the 
unstable manifold. 

We must stress that Eas. 1 to 3 are 
identical to the OGY contrdl equations ex- 
cept that the systemwide parameter p used in 
the OGY method is replaced in our method 
by the variable that controls the system 
perturbation. Thus our system perturbation 
6p (which replaces the change, 6p, in the 
OGY systemwide parameter) represents the 
amount of time we must shorten an antici- 
pated natural beat (through the introduction 
of a stimulus) to force the state point onto 
the stable manifold. 

Our proportional perturbation feedback 
control consisted of two parts: a learning 
phase and an intervention phase. In the 
learning phase the computer monitored the 
interbeat intervals until it determined the 
approximate locations of the unstable fixed 
point and the stable and unstable manifolds 
(9, 10). The application of Eqs. 1 and 2 
during the intervention phase was then 
straightforward once the geometry of the 
local map around the fixed point had been 
determined and the quantity g had been 
found. The interbeat interval- was directlv 
manipulated by shortening it with an elec- 
trically stimulated beat. The advance in the 
timing of the next interbeat interval is the 
perturbation 6p. The sensitivity of the state 
point to changes in p was determined ex- 
perimentally by noting the change in the 
interbeat interval in response to a single 
electrical stimulus when the state point was 
near the fixed point (Eq. 3).  

Chaos control with this approach was 
com~licated bv the fact that the interven- 
tion was, of necessity, unidirectional; that 
is, by delivering an electrical stimulus be- 
fore the next spontaneous beat, the inter- 
beat interval could be shortened but it 
could not directly be lengthened. This is 
because a stimulus that elicits a beat from 
the heart must, by definition, shorten the 
interbeat interval between the previous 
spontaneous beat and the beat elicited by 
the stimulus. Although a stimulus that does 
not elicit a beat may prolong the interbeat 
interval by electrotonic effects, in the in- 
tact heart this is highly dependent both on 
the precise location of the pacing site in 
relation to the site of origin of the anhyth- 
mia and on the history of preceding inter- 
beat intervals. Thus such a stimulus is 
highly unstable and unpredictable during 

an aperiodic rhythm and therefore is unsuit- 5 to 60 seconds, after which the computer 
able as a cardiac pacing strategy. waited for the system to make a close 

The learning phase typically lasted from approach to the unstable fixed point (indi- 

0.8 I 

Control 

I Periodic Pacing On 
I Periodic Pacing OR' 

I 
200 300 400 500 

Fig. 3. (A, B, and C) lnterbeat interval I ,  versus beat number n during the chaot~c phase of the 
ouabain-epinephrine-induced arrhythmia in three typical hearts. The region of chaos control is 
indicated. In (C) a region during which periodic pacing was applied is also indicated. Note that 
periodic pacing failed to control the arrhythmia. (D, E, and F) The corresponding Poincar6 maps for 
(A), (B), and (C), respectively. The small points represent interbeat intervals during the uncontrolled 
arrhythmia, while the larger points represent interbeat intervals during the chaos control. In the (A) 
and (D) data set, there were several losses of control that occurred early in the control sequence 
(indicated by the lower points in the early part of the control region). These were always immediately 
followed by reacquisition of the chaos control. 
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cated by the point a within the circle in 
Fig. 2B.) The next point would normally 
fall further out along the unstable manifold 
(as well as on the opposite side of the stable 
manifold) as indicated by point P. However 
at this point the computer intervened by 
injecting an electrical stimulus early 
enough so that this point actually occurred 
at p', lying directly below P and, by con- 
struction, near the stable manifold. Because 
the system now lay close to the stable 
manifold, ideally the subsequent beat would 
tend to move closer to the fixed point along 
the stable manifold, as indicated by the 
point y. Thus the state point would be 
confined to the region near the unstable 
fixed point, thereby regularizing the ar- 
rhythmia. However, in actual practice this 
degree of accuracy was not typically ob- 
tained. Figure 2C illustrates the usual re- 
sult. When f i t  did not fall precisely on the 
stable manifold, y often was not extremely 
close to the fixed point (fell outside the 
circle) but still lay fairly close to the stable 
manifold (since f i t  was close to the stable 
manifold). Yet y lay closer to the stable 
manifold than point a did. Thus the next 
point fell within the circle in the vicinity of 
a and restarted the cycle (as a new point 
a) .  As these patterns repeated, a period 3 
beating resulted. In this manner the chaotic 
(arrhythmic) beating was made periodic by 
only intermittent stimuli. The subsequent 
stabilized period 3 motion represents the 
combined dynamics of the cardiac tissue, 
sensor, and computer control. We empha- 
size that this approach did not require any 
theoretical model of the heart; all of the 
quantities needed were calculated in real 
time from the data. It should also be noted 
that a control stimulus has only a transient 
effect on the cardiac preparation (which 
may influence the timing of several subse- 
quent beats) but otherwise does not affect 
the preparation in any permanent fashion. 

Results of chaos control. Using PPF, 
control of the chaotic phase of the ouabain- 
epinephrine-induced arrhythmia was at- 
tempted in 11 separate experimental runs 
and was successful in 8. Figure 3 shows the 
results of three successful cases. When the 
arrhythmia became chaotic, the chaos con- 
trol program was activated. Our criteria for 
chaos were that the Poincare map exhibit 
stable and unstable manifolds with a flip 
saddle along the linear part of the unstable 
manifold (18). Specifically we looked for 
the state point to walk toward the unstable 
fixed point along one direction (thereby 
determining the stable manifold) and then 
to walk out from the unstable fixed point 
along a clearly different direction (the un- 
stable manifold). The program then chose 
and delivered electrical stimuli as described 
above. In order to prove that we had 
achieved and maintained control of the 

chaos [defined as a clear conversion of a 
chaotic sequence to a periodic one with a 
low-integer (2 to 3) period], we turned off 
the chaos control program and consistently 
saw a return to chaotic behavior, sometimes 
preceded by transient complex periodici- 
ties, as in Fig. 3C. 

Several observations should be made 
about the pattern of the stimuli delivered by 
the chaos control program. First, these 
stimuli did not simply overdrive the heart. 
Stimuli were delivered sporadically, not on 
everv beat and never more than once in 
every three beats on average. The pattern 
of stimuli was initiallv erratic and aoeriodic 
but soon became approximately periodic as 
the arrhvthmia was controlled into a nearlv 
periodic rhythm. For example, in Fig. 3, 
the chaos control program rapidly convert- 
ed the aperiodic behavior of the arrhythmia 
to a period 3 rhythm. In contrast, periodic 
pacing, in which stimuli were delivered at a 
fixed rate, was never effective at restoring a 
periodic rhythm and often made the aperi- 
odicity more marked. This is illustrated in 
Fig. 3C, in which the chaos control pro- 
gram converted chaotic behavior to an 
approximate period 3, whereas periodic 
pacing at a rate of 75 beats per minute 
(nearly identical to the time-averaged rate 
at which stimuli were delivered during cha- 
os control) had no effect. Irregular pacing 
was similarly ineffective at converting cha- 
otic to periodic behavior, as illustrated in 
Fig. 3A. In this case chaotic behavior was 
converted to a period 3 by the chaos control 
program, but- the rhythm quickly became 
aperiodic again when the parameters of the 
algorithm were modified by arbitrarily 
changing C (Eqs. 1 and 2) to eliminate 
effective chaos control (at the arrow labeled 
"control off ') . 

In two cases, one of which is shown in 
Fig. 3A, chaos control had the additional 
effect of eliminating the shortest interbeat 
intervals, hence reducing the average rate 
of the tachycardia. Without an understand- 
ing of the chaotic nature of the system, it 
would seem paradoxical that an interven- 
tion that onlv shortened the interbeat in- 
tervals lengthened the average interval. 
However, because very long interbeat inter- 
vals tend to be followed by very short 
interbeat intervals (a consequence of the 
properties of a flip saddle), elimination of 
the vew long intervals also tends to elimi- , - 
nate very short intervals. In cases in which 
very short intervals predominate during the 
arrhythmia, their elimination during chaos 
control will tend to lengthen the average 
interbeat interval. 

Future possibilities for chaos control. 
In the cases where chaos was successfullv 
controlled, the chaotic pattern of the ar- 
rhvthmia was converted to a low-order oe- 
riodic pattern. However, as discussed pre- 

viously for Fig. 2, B and C, we did not 
observe any period 1 patterns during chaos 
control. There is no a priori reason why a 
oeriod 1 Dattern cannot be achieved: once 
beriod 3 'chaos control is established, it is 
~ossible that a refinement of the control 
parameters could "walk" the points along 
the stable manifold, in essence spiraling in 
toward the fixed point. This could be im- 
plemented in the future either as a second 
learning phase in which the details of the 
Poincare map are learned to higher accura- 
cy than during the first attempts at chaos 
control or as an adaptive algorithm that 
res~onds to the state of the heart after each 
beat. An adaptive algorithm might also 
allow chaos control to adapt to changing 
physiological conditions such as variations 
in autonomic tone or other extracardiac 
factors. It may even be possible to use chaos 
control to walk the fixed point upward 
along the diagonal (1 9), thereby reducing 
the rate of the tachycardia. 

The relevance of the ouabain-induced 
arrhythmia model used in our study to 
clinically important arrhythmias in humans 
is not established. Although toxicity from 
cardiac elvcosides is a common cause of - ,  
human arrhythmias, only in lethal doses 
would it be likely to produce the severe 
aperiodic arrhythmias observed in our 
study. However many clinically important 
rapid cardiac arrhythmias are aperiodic, 
such as atrial and ventricular fibrillation, 
polymorphic ventricular tachycardia, and 
multifocal atrial tachycardia. In cases where 
a~eriodic arrhvthmias are exam~les of de- 
terministic chaos, it is conceivable that a 
chaos control strategy, perhaps implement- 
ed by a "smart" pacemaker, could be used to 
restore the cardiac rhythm to normal. In 
this context it is encouraging to note that 
in several instances in which chaos control 
was achieved in the ouabain-induced ar- 
rhythmia model, the average heart rate 
decreased as a result of the elimination of 
very short interbeat intervals (Fig. 3). It 
remains a challenee to determine whether - 
this chaos control strategy in in vitro car- 
diac ventricle can be successfully applied to 
the in vivo heart. 
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"Thorn wants to prove Newton 's law- 'A body at rest, tends to remain at rest'. " 
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