
resolvable Raman bands in this spectral region at 
653,600,530, and 330 cm-'. The weak bands at 
653 and 600 cm-I are similar in frequency to 
strong bands at 648 and 608 cm-' in crystalline 
Na,Ge,O?, and have been assigned to symmet- 
ric stretching of Ge-0-Ge linkages between octa- 
hedra. The strong band at 530 cm-l has been 
generally assigned to symmetric stretching or 
deformation of Ge-0-Ge linkages between ger- 
manium tetrahedra. The weak band at 330 cm-l 
compares favorably in frequency with a strong 
band at 309 cm-' in crystalline Na,Ge,02,, and 
the intensity of afeature near 300 cm-' in glasses 
in the K20-GeO, system is clearly correlated with 
the intensities of bands at 645 and 603 cm-' 
(Verweij and Buster, cited in this note). 

20. The effect of the added H20 in our samples is easily 
discerned. In the zero-pressure spectrum of anhy- 
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867 and 790 cm-l. Both of these bands are asso- 
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that they are unresolvable. Thus, added water pro- 
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Raman scattering cross sections of octahedral to 
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solid solutions (up to 25% SiV1), and MgSiO, perov- 
skite (100% SiV1) suggests that the dominant struc- 
tural change over the pressure range of the transi- 
tion zone is the conversion of fourfold silicon to 
sixfold silicon [E. Takahashi, J. Geophys. Res. 91, 
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ibid. 95, 1581 7 (1 990)l. 

23. The shoulder present at -425 cm-' in the spectrum 
at 1.4 GPa grew with increasing pressure to become 
the dominant component in this spectral region (400 
to 600 cm-l) at the highest pressures of this study 
(Fig. 1). This shift in frequency suggests a change in 
the local tetrahedral environment upon compres- 
sion. We believe that the decrease in the frequency 
of this vibration is produced by the tetrahedra in the 
high-pressure liquid sharing oxygens with a greater 
proportion of relatively weakly bound GeO, octahe- 
dra. Such a weakening of the tetrahedral environ- 
ment would be expected to lower the vibrational 
frequency of this band, as is observed. However, we 
cannot preclude that the peak at 425 cm-' is not 
associated with more highly coordinated germanate 
units. If this is the case, then our estimates of the 
amount of GeO, octahedra within the liquid are 
conservative. 

24. The amplitude and the FWHM of the -500 cm-' 
peak decreased with increasing pressure, but 
neither peak broadens by a factor of -3 to 4 with 
compression, as is seen in spectra of com- 
pressed germanate glasses (7). Thus, the local 
environment of the germanium may be less 
distorted in the liquid than in the compressed 
glass. 

25. Thezero-pressure bulk moduli of Na2Ge205 glass 
and Na2Si205 glass are 33 and 40 GPa, respec- 
tively [R. R. Shaw, J. Am. Ceram. Soc. 54, 170 
(1970); G. K. White, J. A. Birch, M H Manghnani. 
J. Non-Cryst. Solids 23, 99 (1977)l. This similarity 

indicates that the elasticity of N~,SI,O, l~quid may 
be used to conservatively estimate the compres- 
sion of Na2Ge205 liquid. The bulk modulus of 
metastable Na2Si205 lrquid at 940 K is 20 GPa [V. 
C. Kress, Q. Williams, I .  S. E. Carmichael. Geo- 
chim. Cosmochim. Acta 52, 283 (1988)l. over the 
pressure range of our experiments, this would 
produce a volume compression of -8.5% (note 
that the presence of water will probably decrease 
the bulk modulus of the liquid, again rendering 
this estimate conservative). The volume compres- 
sion In silicate liquids in a pressure range over 
which they are inferred to undergo coordination 
changes (8 to 25 GPa) is comparable with the 
compression occurring in this germanate melt 
under lower pressure conditions (10, 11). 
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Small Earthquakes, Tectonic Forces 

Thomas C. Hanks 
Earthquake scaling and frequency-of-occurrence relations require that small earthquakes 
be just as important as larger ones in redistributing the forces that drive relative displace- 
ments across active faults of any dimension, including plate boundaries. 

According to the Gutenberg-Richter fre- 
quency-of-occurrence relation (I), small 
earthquakes (2) occur in vastly greater 
numbers than large ones: 

In Eq. la, N is the cumulative number of 
earthquakes that exceed or are equal to a 
given magnitude M in a chosen area for a 
chosen time interval. The constant a de- 
pends on the overall seismicity rate, which 
can vary greatly from one region to the 
next. The constant b, however, is almost 
always = 1, although recent studies have 
suggested that b < 1 at very small magni- 
tudes (M 5 2) (3, 4) and have shown that 
b = 1.5 at large magnitudes (5 ) .  The 
distribution function corresponding to Eq. 
l a  is of the same form: the number of 
earthquakes AN within a magnitude incre- 
ment AM centered on M is 

where the constant a' now depends on a, 
AM, and b (if different from 1). 

Because of their greater numbers, mi- 
croearthquakes have played an important 
role in illuminating faintly seismogenic 
structures (6). Otherwise, the physical sig- 
nificance of small earthquakes has been 
debated for decades,'at least since the time 
of the first energy-magnitude studies (7) of 
the 1940s and 1950s, which showed that 
small earthquakes contributed negligibly to 
seismogenic energy budgets, either globally 
or regionally. By the early 1970s, seismol- 
ogists had also learned that small earth- 
quakes contribute neither to seismic mo- 
ment sums nor to long-term displacement 
rates along active faults (8). 

Numerous studies of the oast two dec- 
ades, however, have revealed that earth- 
auake stress droos. in the midst of consid- 

L ,  

erable scatter, are sensibly constant for 
small earthquakes and large (9), for inter- 
plate earthquakes and intraplate (lo), and 
for shallow earthquakes and deep (I I). For 
equidimensional sources of circular radius r, 
the stress-drop Au relation is 

U.S. Geological Survey, 345 Middlefield Road, Menlo whereas for large earthquakes with fault 
Park, CA 94025-3591. length 1 much greater than fault width w ,  

SCIENCE . VOL. 256 . 5 JUNE 1992 



the stress-drop relation is 

where Mo is seismic moment in both cases 
and C is a constant that depends on wheth- 
er the earthquake is strike-slip or dip-slip 
but in either case is near 1.5 (12). The 
moment-magnitude relation (13) is 

log Mo = 1.5M + 16.0 (3) 

where M may be M, (local magnitude), M, 
(surface-wave magnitude), M, (energy 
magnitude), or, by definition, M (moment 
magnitude). 

Equations la, lb, 2a, and 3 may be 
combined to obtain for b = 1 (small earth- 
quakes) 

whereas Eqs. la, lb, 2b, and 3 yield forb = 
1.5 (large earthquakes) 

In either case, Eqs. 4a and 4b say that both 
small and large earthquakes occur with a 
frequency that scales as reciprocal faulting 
area (14). Small earthquakes "cover" the 
fault plane, then, to the same extent as the 
larger earthquakes. The larger earthquakes, 
however, account for virtually all of the 
strain energy release and virtually all of the 
seismogenic slip on faults. Matters are dif- 
ferent with respect to the redistribution of 
forces that drive seismogenesis. 

Small earthquakes redistribute the forces 
that exist along active faults, including 
plate boundaries; only the largest earth- 
quakes, presumably, can interact with dis- 
tant loading conditions (1 5) to reduce, 
temporarily, the net force on these faults. 
The force redistribution AF induced by all 
AN earthquakes of dimension r or area A = 
lw is 

For constant stress drop and AN given by 
Eqs. 4a and 4b, AF is constant. Thus, 
smaller earthquakes are just as important as 
larger ones in redistributing the driving 
forces along active faults; they just do their 
business on shorter wavelengths, making up 
for their smaller sizes with their greater 
numbers. 

The Earth is visibly heterogeneous over 
11 orders of magnitude in dimension, from 
the scale of continents and oceans to indi- 
vidual grains in rocks. Seismogenic (brittle) 
failure, as known from laboratory studies 
(1 6), investigations of mining-induced seis- 
micity (1 7), and results from naturally oc- 
curring earthquakes (9-1 I) ,  occurs through 
most of this range, although the rupture 
zones of even the greatest earthquakes fall 
short of continental dimensions. That Eas. 
1 through 4 say thar seismogenic failure is a 
self-similar, scale-invariant process with a 

natural area-scaling for frequency-of-occur- 
rence would seem to be the straightforward 
consequence of stochastically well-behaved 
heterogeneity within the Earth and of the 
brittle failure process (18). At first blush, so 
would Eq. 5, the simplicity of the result in 
keeping with its derivation from simple 
dimensional analysis. Hindsight of this sort, 
however, is probably closer to 20-02 than to 
20-20. Had the results of Eqs. 4a and 4b 
and Eq. 5 been anticipated 20 years ago 
[and those of Eqs. 4a and 4b had been 
anticipated (9)], when work on the magni- 
tude deoendence of seismic moment and 
stress drop began in earnest, we could have 
immediately inferred that earthquake stress 
drops would be constant and, given that 
Eqs. l a  and lb  were known at the time, 
that the moment-magnitude relation coef- 
ficient would be 1.5, findings that required 
hundreds of studies and scientist-millennia 
to establish empirically. 

The nondispersive character of Eq. 5 
means that a collection of small earth- 
quakes, however big, will not in general 
provide a load distribution favorable to a 
large earthquake, even though such a se- 
quence can occur by chance alone. Con- 
versely, the occurrence of a large earth- 
quake is not necessary to "roughen" a fault 
in order to provide for small earthquakes, 
even though this is, to all appearances, a 
common occurrence in the case of crustal 
aftershock sequences. Rather, the abun- 
dance of aftershocks and paucity of fore- 
shocks are more likely attributed to rapid 
load redistribution in the first instance and 
very slow load accumulation in the second. 
This is to say that earthquake occurrence is 
a strain-ratedependent process, given that 
driving stresses are near the failure stress. 
This strain-rate dependence, when properly 
formulated, will materialize only in the a 
values of Eq. la,  not in the b value, as 
observational evidence alone suggested 
more than a decade ago (1 9). 

Because the forces that act on crustal 
faults must be redistributed evenlv on all 
scales according to Eq. 5, reports that Eq. 
la (3, 4) and the constancy of earthquake 
stress drops (3) fail at M 5 2 means that 
active faults are less brittle at small scale 
than at large scale. This implication defies 
intuition, but in any event there is abun- 
dant evidence for brittle failure on dimen- 
sions much smaller than M = 2 earthquakes 
(16, 17), for which r = 50 m, and other 
explanations for these effects exist (20). 
Because the loading of plate boundaries and 
other active crustal faults is apparently 
smooth on scales of hundreds, and perhaps 
thousands, of kilometers (2 I ) ,  the occur- 
rence of small earthquakes within the 
framework of Eqs. 1 through 5 can be taken 
as certain evidence of the potential for 
larger earthquakes, as large as permitted by 

coherent segment lengths of the seismo- 
genic structure (22). Because the framework 
here is that of earthquake occurrence on 
throughgoing, essentially planar faults, the 
nature of volumetrically distributed seismic- 
ity, such as occurs in the eastern United 
States, requires further thought. With their 
California cousins, these earthquakes share b 
values near 1 (23), constant earthquake 
stress drops (lo), and the same moment- 
magnitude relation. 
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Effects of Aerosol from Biomass Burning on the 
Global Radiation Budget 

Joyce E. Penner, Robert E. Dickinson,* Christine A. O'Neill 
An analysis is made of the likely contribution of smoke particles from biomass burning to 
the global radiation balance. These particles act to reflect solar radiation directly; they also 
can act as cloud condensation nuclei, increasing the reflectivity of clouds. Together these 
effects, although uncertain, may add up globally to a cooling effect as large as 2 watts per 
square meter, comparable to the estimated contribution of sulfate aerosols. Anthropogenic 
increases of smoke emission thus may have helped weaken the net greenhouse warming 
from anthropogenic trace gases. 

Atmospheric aerosol particles have a no- 
ticeable effect on solar radiation and are 
sufficiently widespread for this effect to have 
implications for climate. However, their 
relatively short and irregular lifetimes have 
made it difficult to quantify their contribu- 
tion to regional and global radiation bud- 
gets. Tropospheric aerosols (which have 
lifetimes of less than a week and an ex- 
tremely patchy horizontal spatial distribu- 
tion) may, in total, cool climate through 

their direct radiative effect by an amount 
comparable to the warming expected from a 
doubling of CO, ( I ) .  

Sulfate has been recognized as the domi- 
nant contributor to tropospheric aerosols 
over and near industrial continental areas 
(2). Smoke aerosol may have a similar role 
over and near tropical continental areas. 
The production of both sulfate and smoke 
aerosol from human activities is expected to 
have greatly intensified during the last cen- 
tury. 
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ory, and climate modeling (2). The direct 
and indirect contributions of the anthropo- 
genic sulfate aerosol to the atmospheric 
radiation balance appear to be comparable. 
They are similar in magnitude and opposite 
in sign to the effects of the increase in 

u 

atmospheric greenhouse gases over the last 
century. The global effect of aerosols from 
smoke adds further to this effect. Thus, the 
increase of aerosols over the last century 
may explain why the warming observed 
over this period is at the lower limit of that 
indicated bv climate models (3) from the ~, 

increased 1e"els of greenhouse gases. 
The global mass of smoke. M. in the " , . 

atmosphere depends on the total rate, R, of 
biomass buming, the fraction, f ,  of burned 
material that goes into smoke, and the 
lifetime, t,, of the smoke in the atmosphere 

Most (more than 70%) of the burned 
biomass is in the tropics, with contributions 
from burning of forests for.shifting agricul- 
ture and buming of virgin forest cleared for 
colonization, savannas, fuel wood, and ag- 
ricultural wastes (4). Recent estimates of 
tropical biomass burning from the Food and 
Agriculture Organization statistics for the 
period 1975 to 1980 (5) suggest that bum- 
ing in savannas dominates that in forests, in 
contrast to earlier estimates (4). The annu- 
al carbon burning from deforestation. sa- " 

vanna burning, and shifting agriculture is 
estimated to be 1300 to 3300 Tg of C (5) (1 
Tg = 1012 g). An estimate of the contribu- 
tions of fuel wood, agricultural wastes, and 
charcoal is 1000 to 2000 Tg of C per year 
(6), or, in sum, the C burned per year 
globally is likely 2600 to 5000 Tg. 

Measurements of the fraction of smoke 
produced (7-9) suggest that 

f = 0.03 g of smoke per gram of C (2) 

Thus, for R = 3800 Tg of C per year, 114 
Tg of smoke is produced per year. This 
value is comparable to the global annual 
anthropogenic su1fate.production of 110 Tg 
per year (2). The smoke has approximately 
the same distribution of particle sizes as 
sulfate aerosols. In particular, the bulk of 
the mass and effectively all of the optical 
effects are associated with or determined by 
particles of this size in the aerosol accumu- 
lation mode with a mass-averaged radius of 
around 0.3 Fm. Because these particles 
include hygroscopic components, as do sul- 
fate particles, they should have a compara- 
ble lifetime. For a lifetime of 6 days (Z), Eq. 
1 implies that the global smoke loading is M 
= 3.7 x lop3 g mP2. The optical thickness 
of an aerosol layer is 

where 7, is the absorption optical depth and 
7, is the scattering optical depth. Optical 
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