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Sparse Population Coding of Faces in the 
lnferotemporal Cortex 

Malcolm P. Young* and Shigeru Yamane 
How does the brain represent objects in the world? A proportion of cells in the temporal 
cortex of monkeys responds specifically to objects, such as faces, but the type of coding 
used by these cells is not known. Population analysis of two sets of such cells showed that 
information is carried at the level of the population and that this information relates, in the 
anterior inferotemporal cortex, to the physical properties of face stimuli and, in the superior 
temporal polysensory area, to other aspects of the faces, such as their familiarity. There 
was often sufficient information in small populations of neurons to identify particular faces. 
These results suggest that representations of complex stimuli in the higher visual areas 
may take the form of a sparse population code. 

A n  unresolved issue in cortical neurophys- 
iology is whether the sensory hierarchies 
eventuate in small numbers of single cells 
tuned to complex patterns or in large pop- 
ulations of broadly tuned cells. Sparse cod- 
ing theories suppose that individual cells 
should show specificity for behaviorally rel- 
evant stimuli ( I ) ,  whereas population the- 
ories suppose that distributed patterns of 
activity in neuronal populations underlie 
perception and behavior and, correspond- 
ingly, expect cells to exhibit broadly graded 
responses (2, 3). In the context of this 
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issue, the specificity of neurons responsive 
to faces in the inferotemporal cortex (4-7) 
has been interpreted as strong support for 
sparse coding theories. On the other hand, 
although neurons responsive to faces may 
be sharply tuned to a class of stimuli, they 
modulate their firing to more than one 
stimulus and tend to be broadly tuned to 
stimuli within the category (5). 

To address the question of the type of 
coding evidenced by neurons responsive to 
faces, we examined 850 unit recordings in 
the anterior inferotemporal cortex (AIT) 
and in the anterior superior temporal poly- 
sensory area (STP) of macaque monkeys 
(Macaca fuscata) while the monkeys per- 
formed a face discrimination task (6). The 
face discrimination task involved differen- 
tial response to 3 of the faces from 27 other 
faces. The monkeys responded at greater 
than 90% correct performance. We analyzed 

responsesto the set of 27 faces that met two 
selection criteria (Fig. 1). The cells were 
divided into two groups according to 
whether they were recorded from AIT (41 
cells, 26 from monkey A and 15 from 
monkey B) or in the STP (30 cells, 25 
from monkey A and 5 from monkey B). 
This sample of cells represented 8% of the 
total number of recorded cells. 

To represent quantitatively the popula- 
tion responses to the faces, we applied 
multidimensional scaling (MDS) to the two 
populations, a technique that has been used 
for qualitative analysis of population encod- 
ing of complex stimuli (7). MDS produces a 
configuration of points in a small number of 
dimensions that represent the population 
responses to the faces. The distances be- 
tween the points of the MDS configuration 
are as close as possible to the Euclidean 
distances between points corresponding to 
each face response in a high dimensional 
mace whose dimensions are defined bv the 
cells (8). Two-dimensional configurations 
were derived (Fig. I) ,  and these explained 
70% and 75% of the variance in the AIT 
and STP data, respectively. These vari- 
ance-explained statistics were surprisingly 
high given the sharp dimensional reduction 
from tens of dimensions (the number of 
cells in the two populations analyzed) to 
only two dimensions, and this suggested 
that the coding of faces in the two popula- 
tions was redundant. The configurations of - 
points that represented the face stimuli for 
the AIT and STP populations are shown in 
Fig. 1, A and B. Faces plotted close togeth- 
er evoked a similar pattern of response 
across the population, whereas faces plotted 
far apart evoked very different population 
resDonses. 

We investigated what characteristics of 
the faces the AIT and STP cells were 
coding, en masse. To do this we exploited 
the fact that the physical properties of the 
set of faces on which the monkeys per- 
formed the face discrimination task had 
been extensively quantified (Fig. 2A) (6). 
In addition to the 29 variables that quanti- 
fied distances between the facial elements, 
we derived two further models. The first 
was a "general physical similarity" model, 
which was computed from the face mea- 
surement variables by MDS. A two-dimen- 
sional solution (Fig. 2B) explained 94% of 
the variability in the face measurements, 
reflecting their redundancy (all the width 
measurements tend to covary with the gen- 
eral width of the face, for example). The 
second additional model represented the 
"familiaritv" of the faces. some of which 
belonged ;o humans known in varying de- 
grees to the monkeys. Faces of people un- 
known to the monkeys were coded with a 1, 
those of people occasionally seen by the 
monkeys with a 2, those of people more 
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often seen but not involved in the experi- 
ment with a 3, those of people who partic- 
ipated in the experiment with a 4, and the 
face of the Derson most familiar to the 
monkeys with a 5. 

We quantitatively compared the popu- 
lation responses with the models that rep- 
resented the properties of the faces. We 
made the comparisons using PRO- 
CRUSTES rotation (9, lo), which finds 
the optimal reflection, rotation, and scaling 
of each face distance variable (H1 and E2, 
for example) with each population config- 
uration. At the optimal comparison, the 
procedure yields a statistic, which reflects 
the goodness-of-fit between the two com- 

Fig. 1. Diagrams of the population responses to 
faces. Single unit activity was recorded during 
exposure to photographs of the heads of Jap- 
anese men in full face. These faces were pre- 
sented on a screen for 600 ms, and responses 
were quantified as the difference between the 
mean firing rate in the prestimulus baseline and 
that in the 500-ms period beginning 100 ms 
after stimulus onset. Selection of responses 
was made according to two criteria. The first 
criterion was that the firing rate of each cell to 
any face stimulus was significantly different 
from that during the prestimulus baseline, and 
the second was that each cell's responses to 
the faces showed a standard deviation greater 
than five spikes per second, to include only 
cells that clearly discriminated the face stimuli. 
Proximity data suitable for MDS were derived 
from each matrix, in which cells were represent- 
ed by columns and the response to each face 
by rows, by computing Euclidean distances 
between the face responses (10). Nonmetric 
MDS was applied to the proximity data and 
produced configurations in one to six dimen- 
sions so that analyses in different dimensions 
could be compared in a "scree" test (10, 13). 
The scree test revealed that two-dimensional 
solutions were satisfactory for both the AIT and 
STP populations. (A) MDS-derived configura- 
tion representing the population response to 
the face stimuli for the AIT cells. Faces that 
evoked a similar pattern of response across the 
population are close together, whereas faces 
that evoked a very different population re- 
sponse are far apart. Example faces are shown 
at the position of the point corresponding to the 
population response to that face in the diagram 
or, for faces whose population response was 
represented near the center, at the side of the 
diagram. This configuration, derived from the 
physiological selectivities of cells in AIT, shows 
a configuration of faces similar to the general 
physical similarity model in Fig. 28. (B) MDS- 
derived configuration representing the popula- 
tion response to the face stimuli for the STP 
cells. Faces belonging to people known to the 
monkeys are shown. This configuration, de- 
rived from the physiological selectivities of a 
population of cells in STP, shows most of the 
known faces distributed toward the bottom 
right, with the face of the person most closely 
associated with the monkeys at the furthest 
point of this tangential dimension. 

pared models. The statistical rarity of each 
comparison was assessed by an approximate 
randomization test ( I  I), which repeated 
the PROCRUSTES rotation with one of 
the models shuffled randomly on each of 
600 iterations. For the AIT population, the 
general physical similarity model was signif- 
icantly related to the population response 
model (r = 0.36, P < 0.05), so the re- 
sponses of these cells, en masse, were more 
similar when the faces were more physically 
similar. In addition. measurement variables 
encoding the relations between the eyes 
and the hairline (H3, H4, H6, and H7; 
each r > 0.35, each P < 0.05) were 
significantly related. N o  other models were 

significantly related to the population re- 
sponse model. Hence, these exploratory 
analyses suggest that the AIT population 
may have been coding the general physical 
properties of the presented faces, with a 
particular emphasis on the upper part of the 
face. 

For the STP population, W 1  was signif- 
icantly related to the population response 
model (r = 0.31, P < 0.05). The variance- 
explained statistic for this variable, howev- 
er, was lower than that for any of the 
variables that were related to the AIT 
population model, and it i s  not, therefore, 
very persuasive that the STP population 
was coding this particular variable. The 

AIT cell data h ---------7 

Dimension 1 

6 STP cell data 
2 1 I I 1 I 

I I 

1 2 
Dimension 1 
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familiarity model, however, despite a 3-year 
period of exposure during which all the 
faces are likely to have become familiar, 
was also significantly related to the STP 
~ooulation model but was associated with a 
A .  

higher variance-explained statistic (r = 
0.36, P < 0.025). This correspondence is 
illustrated in Fig. lB, in which the faces of 
people known to the monkeys are shown. 
There is a greater density of known faces 
toward the bottom right of the figure, and 
the face of the Derson most closelv con- 
cerned with the konkeys in these experi- 
ments is represented at the extremity of this 
dimension of the STP population model 
(Fig. lB, bottom right). We cannot rule 
out, however, the possibility that this di- 
mension could have been related to the 
oerceotion of the elements of a human . . 
hierarchy, because the person at the ex- 
tremitv of this dimension was also the head 
of the laboratory in which the experiments 
were undertaken. In the context of the 
coding of familiarity or social status though, 
macaques are capable both of identifying 
photographs of familiar individuals and of 
recalling the social relations of the individ- 
uals in the photographs (1 2). 

These results suggest that neurons re- 
soonsive to faces share dimensions of soec- 
ificity and that these shared dimensions 
correspond, in the case of AIT cells, to 
physical properties of the faces and, in the 

case of STP cells, to some other possibly 
social properties of the faces. We addressed 
the further question of whether, in these 
shared dimensions of specificity, the re- 
sponses of the neurons were sufficiently 
systematic to allow a readable population 
code that could identify particular faces. 

If the population code were readable, 
the responses of cells should be systemati- 
cally graded across stimuli, that is, re- 
sponses to suboptimal stimuli should not be 
noise. To  investigate whether these neu- 
rons responsive to faces responded in a 
systematically graded way, we used an anal- 
ysis developed by Georgopoulos et al. (1 3). 
This analysis has been applied to cells in 
motor cortex, which are broadly tuned to 
movement direction, in such a way as to 
suggest that their broad tuning is a reflec- 
tion of a systematically graded preference 
for movement direction, and the degree to 
which population vectors derived by these 
means recover the appropriate directions is 
a useful measure of the systematic nature of 
the responses of broadly tuned cells. Our 
hypotheses in applying this test to the AIT 
and STP populations of neurons responsive 
to faces were that, if the cells were better 
understood as elements from a population 
coding mechanism, then population vec- 
tors derived from the assumption of system- 
atically graded responses would tend to 
recover their appropriate stimulus vectors 

Fig. 2. Physical propert~es of the face st!mul~ 1 !'. 

and that. if thev were grandmother cells 
signaling' only dne fat; and responding 
randomly to others, then the population 
vectors would not. 

We began by calculating the angle of 
each face stimulus in each of the AIT and 
STP configurations using north as 0" and 
proceeding clockwise. The responses of 
each cell were plotted against the angle of 
each stimulus in the derived space and a 
sine function fitted to the data. Single cell 
vectors for each stimulus were derived from 
the peak angle of the sine function for each 
cell (for direction) and from the response of 
the cell to each stimulus (for length), ac- 
cording to the methodology of Georgopou- 
10s et al. (13). A population vector for each 
stimulus was then computed by summation. 
Figure 3, A and B, shows plots of stimulus 
vectors, single cell vectors, and population 
vectors for arbitrarily chosen stimuli. The 
direction of the population vectors was, in 
general, close to the direction of the stim- 
ulus vectors. 

Figure 4 illustrates the distribution of 
angular discrepancies between the popula- 
tion vectors and their corresponding stim- 
ulus vectors. The distribution is skewed 
toward the left, indicating that discrepan- 
cies were typically small. Under the as- 
sumption that the cells' responses were not 
systematic to suboptimal stimuli, it would 
be expected that the distribution of angular 

General physical similarity model 

(A) The presented faces were extensively 
quantif~ed according to the measurement vari- L 1 
ables shown here. The measurements of each -2-3 
face were used to identify what elements in the 
configuration of faces were coded at the single 
cell level (5)  and, in the present analyses. at the level of the neuronal 
population. (B) The conf~gurat~on of the 27 faces based on their "general 
physical sim~larity." We der~ved this configuration from the measurements 
of the faces made accord~ng to the variables noted in (A) by first 
computing a prox~mity matrix by taking Euclidean distances between the 
faces across the face measurement variables, and then submitting this 
prox~m~ty matr~x to MDS. The two dimensions of this configuration pre- 
sewed 94% of the variability in the orlginal29 dimensions, suggesting that 

I I I -- 
d 0 1 2 3 

Dimension 1 

the measurement variables tend to covary and are consequently redun- 
dant. A selection of faces were plotted at the postion of their correspond- 
ing point on the diagram to illustrate that the dimensions of the configura- 
tion appear to correspond to the amount of hair possessed by the face 
(left to right) and an elongated to round face dimension (top to bottom). 
Hence, the model represents round faces with a lot of hair at bottom r~ght, 
round faces with less hair at bottom left, and long faces toward the top of 
the f~gure. 
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Flg. 4. Distribution of angular discrepancies between 
po~ulation vectors and their corres~ondina stimulus 
vectors. A strong assumption in the 'populaGon vector 
procedure is that the araded nature of the responses 

Mnwnrknl 
Flg. 3. Population vector plots, (A) from the AIT 
data and (6) from the STP data, showing single 
cell vectors (light lines), population vectors 
(heavy lines), and stimulus vectors (dashed 
lines). Each set of vectors is plotted at the 
position of its corresponding face stimulus in 
the space. Both population vectors and stimu- 
lus vectors have been arbitrarily elongated to 
show more clearly the angular discrepancies 
between them. The cross-hairs pass through 
the centroid of each mace. Des~ite the small 
samples of cells, the population vectors typical- 
Iv matched their correspondina stimulus vec- 
tors closely, a fact which suggests both that 
population encoding is present and that the 
population code is sparse. 

errors would be flat, indicative of randomly 
pointing population vectors. The derived 
distribution was clearly not flat, and this 
suggests that the responses of these neurons 
responsive to faces were systematically grad- 
ed across the face stimuli. Because each cell 
would therefore participate in a principled 
way in the representation of more than one 
face stimulus, these results suggest that 
these AIT and STP neurons were engaged 
in the population processing of faces. 

However, the strong skew to the left of 
the distribution in Fig. 4 suggests that these 
populations approached the acuity neces- 
sary to identify individual faces. This, taken 
with the fact that only a few tens of cells 
were included in the analyzed populations, 
suggests that only slightly larger populations 
would be able to identdy particular faces 
and that consequently the population code 
evidenced by these cells was sparse. 

The type of population code derived 
above may be a useful way to approach the 
question of whether responses to subopti- 
mal stimuli are noise or are svstematic and 
to represent activity distributed over en- 

of each cell with respect to direction is sufficiently 1 
systematic. A single parameter, the cell's direction 
preference, represents the "tuning curve" of the cell. 
This will only be a good descriptor if the cell's respons- 
es to other stimuli are well fitted by the sine function. In 
the ideal case, where the responses are perfectly 
systematically graded according to a sine function. 
the summated population vector would perfectly rep 
resent the summation of the cell's preferences and f 

associated face. In the least ideal case, where the 
cell's responses to suboptimal faces are entirely ran- 
dom noise, the cell's direction preference would be a 

would be very bad for suboptimal faces. In this case 

would point with no error in the same direction as the 

good estimate only for the optimal face for the cell and 

the population vector would summate a few "good" 
descriptors and a large number of random ones and 
consequently point in random directions for each face. Angular error (") 
The distribution derived here is markedly skewed to the left for both AIT and STP cells, in contrast 
to the flat distribution expected if responses to suboptimal stimuli were not systematic. 

sembles of neurons. It may also be useful for 
identifying what new stimuli are being cod- 
ed by a particular pattern of activity over 
the neurons because the physical or psycho- 
logical dimensions to which the population 
response corresponds were identified. 
Hence, inferences, derived from a pattern 
of response, about the likely characteristics 
of a face stimulus not included in the faces 
analyzed here are possible for the AIT 
population if it is assumed that general 
physical similarity was being coded, and for 
the STP w~ulation if it is assumed that 
familiaritv'was being coded. Tests of predic- 
tions of t& nature &th new stimuli &v be 
a useful way of investigating the robusmess 
of a wvulation code and the likelihood that 
the nature of the physical or psychological 
factors encoded by a population has been 
correctlv identified. 

These results suggest, for three reasons, 
that neurons reswnsive to faces in the 
inferotemporal cortex evidence a sparse 
population code. First, the redundancy of 
the coding characteristics of the neurons, 
which was illustrated by the fact that only 
two dimensions explained most of the vari- 
ance in both populations, suggests that 
individual cells were not responding inde- 
pendently but exhibited shared dimensions 
of specificity. It was evident from the 
breadth-of-tuning of the cells that it was 
not the case that each cell responded to 
only a limited range of these shared dimen- 
sions, as would be required for a punctate 
code (3). Second, population responses ex- 
hibited a statistically significantly relation 
to identifiable dimensions of the face stim- 
uli. This implied that there was information 
encoded at the population level, which 
again would not be the expected result if all 
information transfer were at the level of the 

single cell. Third, neurons responsive to 
faces exhibited systematically graded re- 
sponses with respect to the face stimuli. 
Hence, each cell would systematically par- 
ticipate in the representation of many faces, 
which straightforwardly implies a popula- 
tion code. We think it a sparse population 
code because only a few tens of cells gener- 
ated so precise a code that a relatively small 
increase in population size would likely be 
sufficient to generate a code as precise as 
behavior. 
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Hepatitis delta virus (HDV) infections CXXX box (where C is cysteine and X is scribed CXXX boxes contained aliphatic 
cause both acute and chronic liver disease any amino acid), has been implicated as a residues at the first and second positions 
and can be fatal (1, 2). This RNA virus substrate for prenyltransferases that add to after Cys, other types of amino acids can be 
contains a 1.7-kb single-stranded circular the cysteine 15 (famesyl) or 20 (geranylger- fcund in prenylation sites (13, 14). We do 
genome and delta antigen, the only known anyl) carbon moieties derived from nleva- not yet know whether the COOH-terminal 
HDV-encoded protein. These elements are lonic acid (1 2-1 4). The resulting hydro- sequence Cys-Arg-Pro-Gln-COOH, which 
encapsulated by a lipid envelope in which phobic modification may aid in membrane differs from that of previously described 
hepatitis B virus (HBV) surface antigens are association of the derivatized protein, as CXXX boxes, implies the existence of a 
embedded (3), which explains why HDV suggested for p2 1 Ras (1 5, 16) and lamin B novel prenylation enzyme or whether it 
infections occur only in the presence of an (12, 17). We therefore examined whether reflects a broader substrate specificity of 
accompanying HBV infection (4, 5). Two large delta antigen was similarly modified. known prenyltransferases. 
isoforms of delta antigen exist in infected To determine whether large delta anti- For HDV particle formation, delta anti- 
livers and serum (6, 7). This heterogeneity gen is a substrate for prenylation, we la- gen and associated genomes are presumably 
arises from a unidirectional mutation at a beled three cell lines, SAG, LAG, and targeted to cell membranes that contain 
single nucleotide in the termination codon GP4F, with [3H]mevalonic acid. GP4F cells HBV envelope proteins. We hypothesized 
for delta antigen (codon 196: UAG + are a derivative of NIH 3T3 cells (18). that prenylation of large delta antigen could 
UGG), which occurs during replication SAG (19) and LAG (20) cells are deriva- be involved in this process. We therefore 
(8). Thus, although small delta antigen is tives of GP4F cells that stably express the first examined whether large delta antigen 
195 amino acids long, large delta antigen is small and large delta antigens, respectively. was sufficient for HDV-like particle forma- 
identical in sequence except that it con- Labeled cell lysates were analyzed on immu- tion. HBV surface antigen (HBsAg) was 
tains an additional 19 amino acids at its noblots (Fig. 1A) to detect steady-state expressed transiently in COS-7 cells to- 
COOH-terminus. Although both forms of amounts of small and large delta antigen. gether with small or large delta antigen. 
delta antigen contain the same RNA ge- The lysates were also subjected to immuno- Virus-like particles consisting of delta anti- 
nome binding domain (9), they have dra- 
matically different effects on genome repli- 
cation. The form is required for rep- Fig. 1. Large delta antigen is prenylated in A B 
lication, whereas the large form is a potent cultured cells. The cell lines SAG (19) (lane I ) ,  
trans-dominant inhibitor (1 0, 1 1 ) . LAG (20) (lane 2), and GP4F (18) (lane 3) were 

The last four amino acids of large delta grown overnight in Lovastatin (25 pM) and " : 5 -  - L 

antigen are Cys-Arg-Pro-Gln-COOH. This (R,S)-[5-3H]mevalonate (140 pM) (30), and 
COOH-teminal configuration, termed a lysed in RlPA buffer [50 mM tris (pH 7.5), 150 2.' 5 -  *11 - S 

mM NaCI, 1% NP-40, 0.5% sodium deoxycho- 
late, 0.1% SDS] (20). (A) Aliquots were subject- 

J. s. Glenn and J. M. White, Department of Pharma- ed to immunoblot analysis (1 1 ) .  The blot was 
cology and Department of Biochemistry and Biophys- 
ics, University of California. San Francisco. CA 94143- lreated with serum an HDV-infected pa- 1 2 3 1 2 3  

0450. tient that contained antibody to delta antigen 
J. A. Watson and C.  M. Havel, Department of Bio- (a-GAg) and horseradish peroxidase-conjugated rabbit antibody to human immunoglobulin G 
chemistry and Biophysics, University of California, San (Promega), followed by chemiluminescence (Arnersham) development. (B) lmmunoprecipitates 
Francisco, CA 941 434450. (with a-GAg) from cell extracts were subjected to SDS-PAGE and fluorography. S, small delta 
'To whom correspondence should be addressed. antigen. L, large delta antigen. Molecular size markers are shown at the left (in kilodaltons). 

SCIENCE VOL. 256 29 MAY 1992 1331 




