
t -  machine, he says, because a single electric beb Parallel Machines Usher charge at one point of a simulated transistor 
affects the computations at every other point. In Next Level of Computing Power on . d e l  computer, everyproc- 
need to exchange information with every 
other one, slowing the computation down to 

H o w  greedy can we get? Only a few years Oregon, and Thlnlung Machines Corp. of a relative crawl. 
ago, most scientists would have been grateful Cambridge, Massachusetts, to perform theo- Nonetheless, most observers say it's just a 
for access to a supercomputer performing, retical studies of intense electron beams that matter of time before massively parallel com- 
say, 100 million operations per second. To- travel at almost the speed of light. At the puters take over just about every com- 
day, the fastest supercomputers perform 20 C a l t e c h p t i n g d u m ,  biologists putationally intensive application. Even 
billion or so operations per second-and sci- worlung on an Intel Touchstone Delta com- Cray-the company whose name is synony- 
entists still aren't satisfied. A truly reliable puter calculated evolutionary trees of bacteria mous with supercomputers-has announced 
climate model, geophysicists say, prob- by cms-compar- it's getting into the massively parallel busi- 
ably needs a computer 1000 times ing the genetic ness. It's simply a matter of bytes for the buck. 
faster than today's best. And biolo- sequences of 473 For supercomputer makers such as Cray, 
gists modeling protein fo ld i i  or do- known bacteria NEC, and IBM, it's been getting harder and 
ing rational drug design can't wait to species. And at harder to squeeze out a few more of those 
get their hands on a machine with at Columbia Uni- bytes per buck. For over a decade, they have 
least a trillion operations per second. versity in New continually beefedup their machines by cram- 
Everywhere, the story is the same: re- YorkCity, theo- ming more and faster transistors onto the 
searchers in materials analysis, earth- state-of-the-art processors 
quake prediction, quantum chromo- Maseiveiy parallel visionaries: that power the computers. 
dynamics, cosmology, and aircraft de- Henry Burkhardt and A~ind. (A  supercomputer has 
sign all want more. one, or at most a few, pro- 

Thank gucdness for massively par- cessors, all connected to 
allel computers. Traditional super- one large memory.) But 
computers may still be getting faster, not only is each genera- 
but they're quickly approachmg both I tion of these processors 
fundamental limits a d  prices beyond the retical physicist Norman more expensive than the 
reach of all but a handful of customers. But by Christ and students strung last, they are running up 
hooking together thousands of individual together hundreds of off- I against physical barriers, 
microprocessors, computer makers can cre. the-shelf components to such as the speed of light, 
ate a fast, relatively inexpensive machine build their own massively which limits maximum 
whose power can be increased almost indefi- parallel machine to run signal speed. 
nitely merely by adding on more processors. calculations in quantum It was this limit that led 
Such massive parallelisrp, some experts pre- c h r o m o d y n a m i c s Danny Hillis in the mid- 
dict, will increase the maximum computer (QCD)-the theory of 1980s to propose stringing 
speed by a factor of 1000 or more in only 5 matter at the level of quarks and gluons. together thousands of slower, cheaper pro- 
years. The same proportional increase took Christ, like most scientists now using mas- cessors to make a machine that could not 
some 25 years for traditional computers. sively parallel computers, works on a prob- only compute faster than a supercomputer 

Already massively parallel computers are lem that lends itself to the parallel approach. but do it much more cheaply. Hillii, who 
takiiovermanyscientificcalculationsfrom He breaks up space-time into a lattice of started Thinking Machines to put his ideas 
supercomputers. At Sandia National Labo- points and performs calculations at each point into practice, was scoffed at and disregarded 
ratories, SDI researchers use massively paral- to get a Feynman path integral-the basic at fmt, but he's had the last laugh. Not only 
lel machines made by nCUBE of Beaverton. computational tool in QCD. Says the Co- have his company and several others built 

!I 
lumbia physicist: "It's easy to do in parallel massively parallel machines that rival 
because all the processors can be doing the supercomputers, they're about to leap far 
same thing." And just as important, the pro- ahead. 

I 
cessors don't have to talk to each other very The key to this breakthrough has been 
much: QCD is a situation of "propagating the amazing progress in microprocessors- 
influences, where neighbor affects neighbor the chips +at power personal computers and 
affects neighbor," Christ explains, and this workstations. Faster and cheaper each year, 
physical simplicity creates a computational some are now as powerful as the original Cray- 
simplicity--each processor must communi- 1 supercomputer of the mid-1970s. That's 
cate with its four nearest neighbors in the led Hillis to propose a machine with 16,000 
256-node computer, but not with each of the microprocessors that could perform 2 billion 
other 251 as well. operations per second-100 times as many as 

Not all research adapts so well to today's the fastest supercomputer today (see box). 
massively parallel computers, however. Mark Still, the experts say that two major ob- 
Pinto at AT&T Bell Laboratories, who mod- stacles must be overcome if massively paral- 
els the performance of transistors and other lel machines are to come into common use 
semiconductor devices before they are built, and not be limited to special problems like 
prefers supercomputep with large, fast memo- Christ's QCD calculations. One is the 

Hundreds of individual p m m  are hooked ries. ' w e  would really have a communica- "memory bottleneck"-the nafflc jam that 
together to form Norman Christ's machine. tions bottleneck" on a massively parallel arises when routing data around a machine 
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The Rush-to-a-Teraflop Flap 
The race is on to build a teraflop computer-ne that can handle a trillion operations 
per second. But one of the leaders in the field of computing warns th-h-~ miph+ 
lead to "a teraflop before its time." 

*:x7; -2 
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The teraflop goal was made official in 1990 when D. AUan Bromley, President Bush's 
science adviser, looked at the then-fastest c---..+-- u o u n d  10 billion operations --- 
second-and asked for 1 trillion by 1996. 
But massively parallel computer manu- $ 
facturers don't want to wait that long. B 

' 5  a ,  'We could build a teraflop machine 8 fc -;,-A; 

today," said Danny Hillis, chief scientist ::is 
of Thinking Machinm Gorp., at a press 
conference last fall. For a mere $200 mil- $ 
lion, the company's newest offering, the q 
Connection Machine 5, could be oudit- 
ted with 16,000 processors and would run 
at a peak speed of two teraflops. Not to be 
outdone, other makers have announced 
their own lines that can be scaled up to 
teraflop size-if someone has the money. 

So far, no one has anted up, but scien- 
tists aren't waiting. In January, a group of 

a workhop to muster in- f hinking Machines says its CM-5 mu[d be 
Erest in a massively ~amllel computer to scaled up to a ter~flop, but should it? 
help in such area as protein structure 
calculations and mtionai drug design (see Science, 24 January, p. 391). Paul Bash, the 
Florida State University biologist who hosted the workshop, says the group would like a 
1-teraflop machine, which Thinking Machines says it can make for about $100 million. 

Last August, even before Hillis' public announcement, a group of 40 physicists asked 
the Depamnent of Energy (DOE) to buy a teraflop machine for calculations in particle 
physics. Unfortunately for the scientists, their timing couldn't have been worse: In 
respanse to strict budget ceilings, DOE was looking for research programs to cut and was 
in no mood to add new commitments. Still, says Columbia University theorist Norman 
Christ, the physicists hope DOE will have a change of wallet. 

But Gordon Bell, who is one of the most respected gurus in the computer fieid, hopes 
it won't (see p. 64). "It's a tremendous waste of government funds to buy a teraflop 
machine at this time," the former chief designer at Digital Equipment says. Why? Prices 
on microprocessom, thousands of which would be linked to make a teraflop computer, 
are dropping fast, and, says Bell, "if you wait three years, [the price of a 1-teraflop 
machine] will be down by a factor of four." 

Furthermore, the 1-teraflop computers that are the subject of all the hype aren't really 
single computers at all, Bell contends, but are "multicomputers": thousands of individual 
microprocessor/memory units linked in loose networks much like the networks of 
workstations in many large laboratories. Until manufacturers offer massively parallel 
machines that are truly integrated and can be programmed and run as single computers, 
Bell has some advice: "It would be better to buy a bunch of workstations." Don't shell out 
$100million just to be the first on the block with a teraflop. You could find ~oursplf 
a megapriced flop on your hands. 

with hundreds or thousands of individual pro- 
cessors, each of which might need informa- 
tion from any one of the others. The second 
is the difficulty of writing programs for mas- 
sively parallel machines, an arcane art prac- 
ticed now by only a few specialists. 

In a massively parallel computer, it's im- 
practical to put all the memory in one place- 
the different processors .would get in each 
other's way as they all tried to retrieve data at 
the same time--so the memory is distributed 
equally among the processors. But with hun- 
dreds or thousands of individual memories, a 
programmer has to keep track of where each 

bit of data i a  Herculean task. And since 
data has to be swapped around to the right 
locations before the processors can do their 
work, the communication of data can end up 
taking 100 or 1000 times as long as the calcu- 
lations themselves. Unless the processors sel- 
dom need data from other memories, this 
kills the advantage of massive parallelism. 

"The only solution is to build a shared 
memory machine," says Henry Burkhardt, 
founder of Kendall Square Research of 
Waltham, Massachusetts. Kendall Square has 
designed what many industry observers say is 
the most promising solution to the memory 

problem-a "virtual shared memory." Al- 
though the memory is still physically located 
in hundreds of different locations connected 
to individual processors, the computer's wir- 
ing and operating system are set up so that 
the memory appears to be all in one place. 
When a processor asks for a piece of data, it 
doesn't worry whether that data is in its own 
memory or halfway across the computer. 

Programming problems. Besides solv- 
ing the memory problem, researchers must 
also simplify the programming of massively 
parallel machines, says MIT computer scien- 
tist Arvind. (Like Madonna or Sting in the 
entertainment world, Arvind uses only one 
name; he dropped the other before high 
school.) "If programming could be made dra- 
matically easier," he says, "then we would see 
a dramatic increase in the applications." 

Computer programmers use languages 
such as Fortran that are inherently sequen- 
tial, Arvind notes. Even when a problem is 
parallel, such as adding two matrices, Fortran 
breaks it up into a series of calculations done 
one at a time. "We need languages where 
unnecessary sequencing is not introduced," 
he concludes. Which is whv Arvind is devel- 
oping just such a language, as part of a col- 
laborative project between MIT and Motorola 
to develop both the hardware and software 
for a new type of massively parallel machine. 
The key to this or any other language for 
parallel machines, he argues, is to make the 
parallelism implicit so that the programmer 
doesn't have to worry about it. 

Other researchers amee with Arvind that " 
software is a problem, but many disagree with 
his solution. "Arvind's work ienores that a " 
lot of programs already exist," written in such 
languages as Fortran, Burkhardt says, so a lot 
of work would go to waste if a new program- 
ming language became standard. A better 
idea, he contends, is to design massively par- 
allel computers and their operating systems 
so that programs written in Fortran and other 
existing languages can be transferred easily 
to them. Whatever the approach, everyone 
agrees that software written for one massively 
parallel computer should work on others with 
different numbers of processors, and that it 
should be easy to add two programs together 
to create a third, larger program-a must if 
programmers are going to avoid having to 
write each new program from scratch. 

Once the memory and programming prob- 
lems are ironed out-something nearly ev- 
eryone expects to happen in the next few 
vears-massivelv ~arallel machines should , . 
revolutionize computing. "In 10 years, we could 
build a machine with thousands of teraflops 
[a million times faster than today's computers] 
for only a few million dollars," Burkhardt 
bravely predicts. Perhaps then scientists would 
have enough computing power. And, then 
again, perhaps not. Scientists are a greedy lot. 

-RP. 
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