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Evidence for a Computational Distinction Between 
Proximal and Distal Neuronal Inhibition 

Most neurons have inhibitory synapses both c'proximally" near the spike-initiating 
zone and "distally') on dendrites. Although distal inhibition is thought to be an 
adaptation for selective inhibition of particular dendritic branches, another important 
distinction exists between proximal and distal inhibition. Proximal inhibition can 
attenuate excitatory input absolutely so that no amount of excitation causes firing. 
Distal inhibition, however, inhibits relatively; any amount of it can be overcome by 
sufficient excitation. These properties are used as predicted in the circuit-mediating 
crayfish escape behavior. Many neurond computations require relative inhibition. This 
could partly account for the ubiquity of distal inhibition. 

OST CENTRAL NEURONS RECEIVE 

inhibitory inputs on their basal 
dendrites or somata, where they 

are well situated to shunt distally generated 
excitatory postsynaptic potentials (EPSPs) 
before they spread to the zonal spike initi- 
ating zone. Such "proximal inhibition" was 
discovered first, but it is now known that 
distal dendrites also commonly receive ex- 
tensive inhibitory as well as excitatory inputs 
(1). A reason often proposed for such "distal 
inhibition" is that it would allow for selec- 
tive inhibition of particular dendritic 
branches (2) .  While studying inhibitory 
control of the lateral giant (LG) command 
neurons for cra@sh tail-flip escape behavior, 
we have come to appreciate a different and 
perhaps more generally important reason for 
distal inhibition. 
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Two kinds of suppression of LG escapes 
are known: (i) Escape cannot be initiated 
while an escape response is in progress. The 
responsible suppressive influence is called 
recurrent inhibition (3). Because initiating a 
new response while another is in progress 
would be maladaptive, recurrent inhibition 
should be absolute: No matter how strong 
the provocation, the inhibition should pre- 
vent a response. (ii) The likelihood of escape 
is reduced when crayfish are feeding or are 
restrained so that escape would be ineffec- 
tual (4). The responsible process, tonic in- 
hibition, is strategic in nature: Although 
ignoring a modest threat to continue feed- 
ing may be adaptive, sufficient provocation 
should still cause escape. Thus, it should be 
possible to override tonic inhibition. 

Both recurrent and tonic inhibition are 
known to be directed to the LG neuron 
itself and thus might be produced by the 
same inhibitory neurons. However, a con- 
sideration of the way excitation and inhibi- 
tion interact suggests that proximal inhibi- 
tion best confers the absolute suppression 
required for recurrent inhibition, whereas 

distal inhibition can more readily be over- 
come by strong excitation, as required for 
tonic inhibition. 

The reason is illustrated in Fig. 1, which 
shows predictions from a steadqstate, two- 
compartment model of LG (equivalent cir- 
cuit insets). Attenuation of EPSPs from 
distal to prqximal compartment was by a 
factor of 10, consistent with known physi- 
ology and anatomy. The top curve in Fig. 1, 
A1 and A2, shows the depolarization pro- 
duced by excitation in the absence of inhi- 
bition. Depolarization increases with in- 
creasing excitation until the EPSP at its 
distal origin approaches the excitatory syn- 
aptic reversal potential and saturates. Thus, 
the curve plateaus. 

Proximal inhibition decreases EPSP am- 
plitude by a nearly constant factor indepen- 
dent of the amount of excitation (Fig. 1, A1 
and Bl). Thus, if the inhibitory strength 
were sufficient to reduce the plateau of the 
curve in Fig. 1, Al, below the critical firing 
level of the proximal compartment (for ex- 
ample, the dashed line), then no amount of 
additional excitation would fire the cell. In 
other words, the inhibition would be abso- 
lute, as required for recurrent inhibition. 

Distal inhibition behaves differently. Be- 
cause it reduces EPSPs in the distal compart- 
ment itself, it tends to counter the excitatory 
saturation, allowing excitatory levels that in 
the uninhibited situation would produce no 
further potential change to do so, until the 
inhibition is overcome and excitation again 
saturates. Thus, any amount of distal inhibi- 
tion can be overcome by further excitation, 
as reflected in Fig. 1, A2, by the fact that all 
curves crossed the critical firing level with 
strong enough excitation. Consequently, 
distal inhibition can be overridden, as re- 
quired for tonic inhibition. We refer to the 
different functional properties of inhibition 
conferred by proximal and distal synapses as 
"absol~tene~s~' and "relativity," respectively. 

These arguments imply that recurrent in- 
hibition of LG should operate proximally, 
whereas tonic inhibition should be distal. Is 
this the case? To evaluate this, we compared 
the conductance increases produced by re- 
current and tonic inhibition in the proximal 
dendrites of LG (Fig. 2A). If the hypothesis 
is correct, the proximal conductance increase 
associated with recurrent inhibition should 
be much greater than that associated with 
comparable amounts of tonic inhibition. 

Recurrent inhibition was produced by 
firing the medial giant neurons, which cause 
an escape response without LG neuron in- 
volvement (5); inhibition was measured 
near its maximum, about 10 ms after medial 
giant firing (3)  (Fig. 2, Bl). We measured 
recurrent inhibition in the absence of tonic 
inhibition by isolating the abdominal ner- 
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vous system, where the LG dendrites are tend to tonically inhibit escape, because the 
located, from rostral neural centers, where necessary restraint reliably evokes such inhi- 
tonic inhibition originates (4). Intact mi- bition. We reversibly removed the effects of 
mals (6) prepared for intracellular recording tonic inhibition by blocking conduction 

Fig. 1. Computational Proximal inhibition Distal inhibition . 

dis-tinction A between Interior Interior 
proximal and distal inhi- 
bition. (A) Proximally 
measured steady-state 

---------------- EPSP amplitudes as a 
function of strength of 
distal excitation, with in- 
hibition modeled by 
proximal (1) or distal (2) 
conductances, G,'s (in- 
sets). Curves were gener- 
ated with increasing val- 
ues of Gi/GD (0 for top so 
curve, 0.2, 0.5, 1, 2, 5 2% 60 
for successively lower 9% 40 

curves; G, = l/RD). Ex- 8% 20 
citation is modeled by 
the variable conductance 
G, and driving potential Excitatory strength 

E, (100 mV) (14). Proximal and distal compartmental resistances are R, and R,; R, = longitudnal 
resistance. Curves were generated with R,/(R, + R,) = 0.1 and R, = R,. Abscissa values given as the 
ratio G, /GD. The electrochemical batteries for resting and inhibitory reversal potentials were not 
included and assumed to be close in value. (B) Percentage reductions of EPSPs for the inhibition curves 
in (A). 

- 
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Fig. 2. Proximal and distal inhibition of LG. (A) Sensory circuitry (excit. input) excites the LG 
dendrites distantly from the neuron's spike-initiating zone (SIZ, hatched), where microelectrodes were 
placed (i, injected current). Postulated input sites of recurrent inhibition (RI, from abdominal motor 
circuits) and tonic inhibition (TI, from rostral ganglia) are indicated. (B) (1) Recurrent inhibition. 
Three traces are superimposed: (i) EPSP evoked by firing an identified sensory interneuron (dot above 
trace), (ii) larger, depolarizing IPSP due to recurrent inhibition, and (iii) attenuated EPSP (square) on 
the IPSP plateau. (2) EPSP evoked by shocking sensory root (downward deflection). The upper trace 
was recorded during sucrose block of TI and the lower before block. (3) Normalized size of EPSP as 
in (2) pooled from four animals. (C) Comparison of percent reductions of conductance (assessed 
proximally) and EPSPs for recurrent (left) and tonic inhibition (right). For each inhibition type, values 
are expressed relative to the percentage EPSP reduction (actual mean EPSP reductions in parentheses). 
Sample traces are shown above their respective data. For recurrent inhibition, hyperpolarizing currents 
were injected, and AV was assessed with and without the recurrent IPSP (reduction = (AV - 
AV1)/AV). For tonic inhibition, three inhibited and three uninhibited traces are superimposed. (D) 
Attenuation of small and large EPSPs by tonic inhibition. Solid bars are for small EPSPs, and unfilled 
bars are for large EPSPs in the same animals. 

into the abdomen with a sucrose block of 
descending fibers (7). B2 and B3 in Fig. 2 
show how sucrose block disinhibited EPSPs 
in LG produced by a brief shock to a sensory 
root (8). 

In these experiments, tonic inhibition and 
recurrent inhibition were roughlv commen- 

u ,  

surate in magnitude, both reducing distally 
originating EPSPs by 20 to 30%. We eval- 
uated the-conductake near the proximal 
electrode impalement site by measuring the 
voltage shift (AV) produced by injecting a 
constant current pulse through a second 
microelectrode (Fig. 2C) (AV is then in- 
versely proportional to local conductance). 
Our hypothesis predicts that for commensu- 
rate amounts of inhibition. AV should be 
reduced more by recurrent than by tonic 
inhibition. Figure 2C shows that this was 
the case. Consistent with previous work ( 9 ) ,  
recurrent inhibition reduced AV by almost 
as much as it did EPSPs, suggesting that the 
associated conductance increase was located 
near the electrode impalement site, while 
tonic inhibition reduced AV only slightly, 
though measurably. The average ratio of AV 
reduction to EPSP reduction was 0.834 
(0.234 SD) for recurrent and 0.179 (0.136 
SD) for tonic inhibition ( t ,  = 5.13, where 6 
is the sample size; P < 0.01) (10). 

Both inhibitions were associated with 
small depolarizing, y-aminobutyric acid 
(GABA)-mediated inhibitory postsynaptic 
potentials (IPSPs). However, as seen at the 
proximal recording site, the average recur- 
rent IPSP was 2.41 mV (0.41 SD), whereas 
the tonic IPSP was 0.44 mV (0.19 SD). 

Another prediction from our hypothesis 
is that the EPSP attenuation produced by 
proximal inhibition should be largely inde- 
pendent of EPSP amplitude, whereas distal 
inhibition should attenuate small EPSPs 
more than large ones (compare Fig. 1, B1 
and B2). To test this, we compared tonic 
inhibition of small (average peak of 3.8 mV) 
and large (6.1 mV) EPSPs in the same 
preparation for eight animals. The smaller 
EPSP was in fact always inhibited more 
strongly (Fig. 2D) (20% mean reduction for 
small EPSPs, 12% for large EPSPs; t ,  = 
5.67; P < 0.001) (11). 

These observations provide evidence that 
the theoretical difference between proximal 
and distal inhibition (Fig. 1)  is utilized by 
the organism. This could be established for 
the LG neuron because the behavioral con- 
sequences of the inhibitory events were 
known, but it seems likely that this differ- 
ence is exploited rather generally. 

The distinction between proximal and 
distal inhibition may also be seen in their 
differing effects on repetitive firing to sus- 
tained input (12). Proximal inhibition will 
tend to reduce the maximum firing rate of 
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the cell, whereas distal inhibition will make 
the cell less res~onsive but still able to fire at 
its highest uninhibited rate when stimulated 
more strongly. In essence, the dynamic 
range of the cell is reduced by proximal but 
unaffected by distal inhibition. 

Thus, when computational requirements 
dictate that inhibition be absolute, we 
would expect proximally placed inhibitory 
synapses. In contrast, when it is necessary 
that inhibition be overridden by sufficient 
excitation or when it is necessarv to decrease 
the responsiveness of a neuron without re- 
ducing its dynamic range, distal inhibition 
should be used. Many computations per- 
formed by neural circuits must require inhi- 
bition that is relative (13). We suggest that 
this may be a major reason for the ubiquity 
of distal inhibition in higher nervous sys- 
tems. 
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The Size of Gating Charge in Wild-Type and Mutant 
Shaker Potassium Channels 

The high sensitivity of voltage-gated ion channels to  changes in membrane potential 
implies that the process of channel opening is accompanied by large charge movements. 
Previous estimates of the total charge displacement, q,  have been deduced from the 
voltage dependence of channel activation and have ranged from 4 t o  8 elementary 
charges (e,). A more direct measurement of q in Drosuphila melanagaster Shaker 29-4 
potassium channels yields a q value of 12.3 e,. A similar q value is obtained from 
mutated Shaker channels having reduced voltage sensitivity. These results can be 
explained by a model for channel activation in which the equilibria of voltage- 
dependent steps are altered in the mutant channels. 
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