
as it penetrates into the lower mantle. 
Our results suggest another mechanism of 

softening that is independent of grain size: 
softening due to a structural phase transfor- 
mation (from the orthorhombic to the te- 
tragonal structure). The phase transforma- 
tions in perovskites are in general close to 
second order and involve only a small rear- 
rangements of atoms. Thus, in contrast to the 
(first-order) transformation from spinel to 
perovskite + magnesiowustite, no grain-size 
reduction is found associated with the struc- 
tural phase transformation from the or- 
thorhombic to tetragonal structure. There- 
fore, the enhancement of creep due to this 
structural phase transformation must be due 
to the enhancement of diffusion. 

Diffusion creep in fine-grained aggregates 
has been observed in many solids, and it is 
not surprising to see a similar behavior in 
perovskite. A real question, however, is how 
close are the transition conditions between 
diffusion and dislocation creep for perov- 
skite to the conditions in Earth. Our results 
show that d i h i o n  creep dominates in pe- 
rovskite over a wide range of conditions and 
a linear, grain size-dependent rheology is 
likely to be an important deformation mech- 
anism in a large part of the lower mantle. 

Our results suggest two mechanisms of 
rheological softening: one due to grain-size 
reduction and the other due to a structural 
phase transformation. Both are likely to 
occur in the shallow portions of the lower 
mantle (4, 7). Therefore, rheologically soft 
layers may occur in the top portions of the 
lower mantle, which would act to decouple 
the convective motion between the upper 
and lower mantle (19). 

The use of analog material to infer the 
lower mantle rheology has large uncertainties. 
We suggest that the presence or absence of 
seismic anisotropy in the lower mantle should 
provide an important clue on the dominant 
mechanisms of deformation: little preferred 
orientation of perovskite would occur and 
hence little seismic anisotropy would be ob- 
served if the deformation mechanism is diffi- 
sion creep, whereas dislocation creep would 
result in a significant preferred orientation 
and the resultant seismic anisotropy (20). 
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Mechanics of Wind Ripple Stratigraphy 

Stratigraphic patterns preserved under translating surface undulations or ripples in a 
depositional eolian environment are computed on a grain by grain basis using 
physically based cellular automata models. The spontaneous appearance, growth, and 
motion of the simulated ripples correspond in many respects to the behavior of natural 
ripples. The simulations show that climbing strata can be produced by impact alone; 
direct action of fluid shear is unnecessary. The model provides a means for evaluating 
the connection between mechanical processes occurring in the paleoenvironment 
during deposition and the resulting stratigraphy preserved in the geologic column: 
vertical compression of small laminae above a planar surface indicates nascent ripple 
growth; supercritical laminae are associated with unusually intense deposition epi- 
sodes; and a plane erosion surface separating sets of well-developed laminae is 
consistent with continued migration of mature ripples during a hiatus in deposition. 

L OOSE GRANULAR BEDS OFTEN RE- sitional environment, slight variations with 
spond to the presence of a moving time in the mean grading, orientation, pack- 
fluid by assuming characteristic reg- ing, or mineral content of the surficial grains 

ular undulations called ripples, megaripples, may be preserved in the accumulating col- 
sandwaves, antidunes, or dunes, depending umn of sediment as the individual laminae; 
on their size and genesis (1, 2). In a depo- collectively these make up the strata ob- 

served in clastic sedimentary rocks. Knowl- 
edge of the fluid and sediment conditions 

u 

Department of Civil and Environmental Engineering, that can lead to stratigraphic patterns in 
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rocks would make it possible to assess the 
*To whom correspondence should be addressed. paleomechanical conditions under which the 
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Fig. 1. Simulation showing the contiguration of subcritically dimbi ripples are periodically stained ditferent colors to indicatc instantaneous depositional 
a f k  increments of (A) 100, (B) 130, (C) 160, and (D) 180 saltation impacts surfaces. Long suaight faint lines show angle of repose (34") and impact angle 
per surface grain site; a (late) ripple merger is captured in (D). Surface grains (11.5"). W i d  direction and ripple motion are left to right. 

constituent rock was ori@y laid down 
and, in turn, the paleoenvironment. 

W i d  ripples (3) form when a sufliciently 
strong wind blows across a dry sandy sG- 
face. Mature ripples are typically 7 to 14 
cm in wavelength and 0.5 to 1.0 cm in 
amplitude. ~ i p ~ l e s  form when wind- 
blown, high-speed saltating grains oblique- 
ly strike a sandy bed and impel other grains 
forward. On an initiallv flat surface. indi- 
vidual impacts generate small depressions 
and zones of uneven small-scale topogra- 
phy. Surface areas sloping upwind then 
tend to be impacted more frequently than 
horizontal or downwind-oriented surfaces. 
The saltating grain typically rebounds a 
great distance downwind, whereas low- 
energy reptating grains are impelled for- 
ward a few to as many as a few hundred 
grain diameters d (d = 0.02 to 0.04 cm for 
a fine sand). Some of the reptating grains 
originating on an upwind slope come to 
rest on an adjacent downwind slope, where 
their probability of reentrainment is lower 
than that of upwind grains freshly exposed. 
,Consequently, the nascent ripples begin to 
grow in size and to move in the downwind 
direction. This behavior is dominated by 
grain impact and not by direct fluid stress. 

The model simulations follow the time 
history of each individual grain that ulti- 
mately makes up a small sample of the 
sedimentary deposit. The ejection into the 
airstream of sand grains from a loose, 
sandy surface by the impact of a high- 
speed, windblown sand grain is quantified 
by the splash function ( 4 ) ,  the number of 
grains ejected in a particular velocity range 
as a function of impact velocity. The splash 
function, which encapsulates much of the 
mechanical response of a sand bed to a 

sand-moving wind, has been studied exper- 
imentally (5, 6) and through simulations 
(7, 8). From direct simulations of the 
impact process (7) we estimated that the 
mean number of ejected grains per impact 
for sand of diameter 0.23 mm would in- 
crease approximately linearly from about 3 
(0 to 7) grains at an impact speed of 2 m 
s-' to about 10 (0 to 22) grains at 6 m s-' 
(variation in mean values is shown in pa- 
rentheses). The number of ejecta increases 
slightly for a sand of diameter 0.32 mm. 
Typical calculated ejection speeds for these 
impact conditions ranged from 0.3 to 
about 0.4 m s-'. Ejection angles typically 
exceeded 50°, measured from the down- 
stream horizontal, for all impact velocities, 
but with large fluctuations. In our simula- 
tions, the properties of ejected particles 
were selected stochastically from the ap- 
propriate splash rule dismbution for each 
impact. In order to limit the size of the 
simulation, impacting partides were given 
identical velocities (3 m s-') and impact 
angles (11.5"). 

With this approach (9), the basic kinds 
of stratification produced by the advance of 
wind ripples (10) can be reproduced. At 
the same time, the detailed dynamics of the 
particles over the period during which the 
sedimentary features are being constructed 
is recoverable. This means that a discrep- 
ancy in form between a set of simulated 
strata and the corresponding natural strata 
may ultimately be traced to errors in as- 
sumptions about the environmental condi- 
tions under which the natural strata were 
produced and upon which simulations are 
based. We focused on wind ripples because 
much of their mechanics is understood. Si- 
ilar models could be applied to subaqueous 

ripple stratigraphy, except that direct fluid 
stress would dominate impact as a transport 
mechanism. 

We first examined the development of 
ripples on an initially flat bed responding 
to a sand-laden wind (Fig. 1, A through 
D). In the simulations, a mottled surface 
gradually evolved by the merger of small 
bed undulations into a regular ripple train. 
Ripples grow because of the geometrical 
effect of greater impact and ejection flux on 
upwind-oriented slopes than on down- 
wind-oriented slopes. Mergers occurred 
when two adjacent ripples "collidedn and 
became one. This happened frequently for 
small nascent ripples because of random 
fluctuations in the impact rate and because 
ripples of uneven size move at different 
mean forward speeds; smaller bedforms 
translated faster because they contain less 
material to be processed by impacts. Large 
ripples, on the other hand, are not so 
susceptible to fluctuations in the impact 
rate and are further stabilized by the salta- 
tion dynamics: if one ripple begins to 
gradually overtake a slightly larger one, the 
incorporation of material from the leeward 
ripple into the windward one effectively 
exchanges their relative sizes, and thus 
their relative speeds. Hence, impact dy- 
namics tend automatically to filter out rip- 
ples of significantly disparate sizes (by 
merger) and to stabilize a field of nearly 
equally spaced and equally sized mature 
bedforms at a constant number of ripples 
per unit length. These two factors combine 
to produce the smking ripple patterns 
commonly observed on dry sand. 

During a single simulation we periodical- 
ly "stainedn the uppermost grain layer of the 
instantaneous surface of the ripple train with 

6 MARCH 1992 REPORTS 1241 



Flg. 2. simulatiofls of 
ripple response to a 
WiaMCdcpositmrabc. 
(A) A hiatus in deposi- 
tion (but not wind 
speed) shows up as an 
crosion surEacc trun- 
cating =l'-T4 
subairidly climbing 
laminae, (8) d 
of wind direstion (kft 
to right, dxn right to 
left) on an othccwk 
subairidly climbing 
ripple. 

Fla. 3. Simulations 

a distinctive color in order to allow some 
tracking of grain positions (Fig. 1). As a 
stained surface eroded on the stoss (upwind) 
side, the eroded graias migrated over the 
ripple where they became lodged rel- 
atively undisturbed in the impact shadow on 
the lee slope. 

The ripples in Fig. 1 were obtained from 
a splash rule generated independently of 
any consideration of ripple dynamics (7). 
[Mean ejecta angle B = 64" (40" to 130"); 
mean ejection velocity = 0.35 m s-' 
(0.30 to 1.5 m s-'); mean number of 
ejecta per impact a = 4.4 grains.] The 
splash rule was not adjusted or tuned in 
any way. Ripples formed, merged, grew (at 
an ever decreasing rate until M e r  growth 
became diklicult to detect), developed a 
regular wavelength, exhibited impaashad- 
ow zones, and moved downwind much like 
natural wind ripples. 

There are some differences. however. 
between simulated and natural ripples. Th= 
ripples in Fig. 1 are more symmetrical than 
natural ripples in fine sand, which have less 
steep sto&dopes, and the simulated ripples 
shown are several times larger in amplitude 
(2.3 an) than most natural eolian sand 
ripples (1 1). Sensitivity studies in which 
the mean number of ejected grains per 
impact was varied from 1.2 to 5.4 pro- 
duced greater ripple asymmetry but little 
change in steepness; when the final resting 
location of an ejected grain was made to 
depend on slope to r&ect a tendency for 
grains impelled uphill to come to rest 

before grains impelled downhill, then rip- 
ples with lower steepness could be formed. 
But in all cases the general nature of ripple 
motion, including merger, growth, repul- 
sion, and mgdarity, was insensitive to the 
precise rules used. 

In the simulations shown in Fig. 1, 
impacting grains were deposited by adding 
them to the distribution of ejected parti- 
cles. The ripples climbed (1, 10) and pre- 
served behind and below them truncated 
sets of lee-face laminae, as illustrated by the 
bands of colored grains. In a natural depos- 
it this banding would be visible when some 
slight variation in sediment supply or sort- 
ing led to a distinguishable surface layer 
that was subsequently buried (12). The 
angle of climb is the arc tangent of the ratio 
of the vertical motion (due to deposition) 
to the forward translation (due to repta- 
tion) of the bedhrm. The results in Fig. 1 
illustrate subcritical climbing (13), in 
which parts of lee ripple slopes and troughs 
are preserved. A set of strata associated 
with each ripple is preserved in the wake of 
the passage of that ripple and represents all 
the direct evidence a modem observer has 
about that ripple's mechanical history. 

In Fi. 1, the compressed stratification 
near the bottom of the deposit dects the 
growth and merger of ripples from an ini- 
tially &t surface; this could represent a new 
deposition episode under moderate winds 
on a surface previously planed off by high- 
velocity storm winds. The dinxtion of travel 
of the ripple is dear from the slope of the 

p d  laminae. The vertical thickness of 
the set of laminations associated with the 
passage of a single ripple is an W i n g  
function of deposition rate and a decreasing 
function of forward ripple speed, which 
depends on the details of the splash h c -  
tion. Mergers of ripples (F i .  1D) can be 
identified by irregular trains of laminae, 
which then serve as an indication of a ma- 
turing but not yet mature ripple field. To the 
extent that the splash function is accurate, 
paleomechanical impact conditions (speed, 
angle, and so forth) and therefore infoxma- 
tion on wind currents and sediment supply 
canbeinf;rrradthroughtrialandcrrorcom- 
parison of simulated to natural stratigraphic 
pa-. 

In general, natural impact conditions 
often will not have remained constant in 
time. In our simulation, we investigated 
the effects of a few-minutes-long cessation 
in deposition during a period of continu- 
ing steady wind, as might occur during a 
fluctuation in the distribution of near-sur- 
facc wind stress. We modeled this efEa by 
equating the sum of the saltation and rep- 
tation fluxes into and out of the model 
space, so that there was no net gain or loss 
of bed material. During the depositional 
hiatus (Fig. 2A) the wind continued to 
drive ripples forward. Strata climbing from 
below were planed off; stained surfaces 
were soon eroded, and the stained grains 
were r e p d  back into the still trans- 
lating but no longer climbing ripples. 
When deposition resumed, climbing trans- 
latent strata once again became established, 
but their history could not be traced back- 
ward through the erosion surface. As an- 
other example, Fig. 2B shows the begiin- 
nings of a cyclic cross-bedding patxem (1 4) 
resulting from a wind that blew initially 
fiom left to right and then reversed dircc- 
tions. 

With decreasing ripple speed or inueas- 
ing rate of deposition, the previously sub- 
critically climbing ripples become critically 
and then supercritically climbing ripples 
(10, 13). In the latter case stoss surface 
features are also preserved (Fig. 3). Super- 
critically climbing laminae are much less 
common than subcritical laminae in eolian 
sandstones (14). In our simulations, super- 
critically climbing ripples could not be 
produced with the use of a splash function 
for a uniformly sized sand bed. Supercriti- 
cal deposits could be produced, however, if 
the mean number of ejected grains per 
impact was lowered to = 2.4. A decrease 
in i i  from that characteristic of a unimodal 
sand size distribution might be expected in 
moderately sorted sands in nature where 
the finer grains that preferentially populate 
the saltation cloud are less able to move 
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coarser bed grains. Supercritical climbing 
is still difficult to produce without deposi- 
tion rates of nearly 100% of impacting 
grains. Further experiment and impact sim- 
ulation are needed to determine splash 
dynamics on beds of mixed grain size. 

The generic classes of eolian deposits that 
we have simulated are identiliable in the 
geologic record. Analpcal methods of 
studying and interpreting such stratigraphy 
have been discussed by Rubin and Hunter 
(15) and applied mainly to large two-dimen- 
sional bedforms. Rubin (16) has also de- 
scribed a geometrical model for studying 
the migration and resulting stratigraphy of 
three-dimensional bedforms using super- 
positions of trigonometric functions. The 
value of the simulations is their basis in the 
physics of particle behavior after impact. 
Prevailing wind and sediment conditions at 
the time of ripple formation and the corre- 
sponding bedding structures that are pre- 
served are directly connected through the 
splash and deposition physics. 
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Effect of Sodium Salicylate on the Human 
Heat Shock Response 

Sodium salicylate, an anti-idlammatory agent, was examined for its effects on the heat 
shock response in cultured human cells. Salicylate activation of DNA binding by the 
heat shock transcription factor (HSF) was comparable to activation attained during 
heat shock. However, sodium salicylate did not induce heat shock gene transcription 
even though the HSF was bound in vivo to  the heat shock elements upstream of the 
heat shock protein 70 (Hsp 70) gene. These results reveal that activation of the heat 
shock transcriptional response is a multistep process. Modulation of extracellular p H  
augments sensitivity to  salicylate-induced activation of HSF. 

T HE ANTI-INFLAMMATORY AGENT SO- 

d i m  salicylate (1) induces heat 
shock-responsive chromosomal puffs 

in Drosophila salivary glands and stimulates 
HSF DNA binding activity in cultured 
Drosophila cells (2, 3 ) .  Inflammation causes a 
rise in temperature and is accompanied by 
tissue injury; at the cellular level during 
inflammation, heat shock and other forms 
of physiological stress induce the transcrip- 
tion of heat shock genes (4). Chondrocytes 
isolated from inflamed tissues of arthritic 
patients exhibit unusually high levels of 
heat shock proteins (5). Furthermore, me- 
diators of inflammatory responses, such as 
the tumor necrosis factor and complement, 
map adjacent to the Hsp 70 gene on hu- 
man chromosome 6 (6). Therefore, we 
examined whether salicylate treatment al- 
ters the expression of heat shock-inducible 
genes in human cells. 

HeLa cells were exposed to sodium salic- 
ylate and short-term-labeled with [35S]me- 
thionine, and cellular proteins were analyzed 
by SDS-polyacrylamide gel electrophoresis. 
We did not detect additional synthesis of 
any heat shock proteins over a range of 
sodium salicylate concentrations (2 to 30 
mM) and exposure times (0 to 6 hours). 
After treatment of cells with 20 rnM salicy- 
late, electrophoretic mobility-shift assays 

were performed with HeLa cell extracts and 
a heat shock element (HSE) from a human 
heat shock protein gene. Salicylate activated 
HSF DNA binding comparable to that ob- 
tained with a 42°C heat shock (Fig. 1A). 
Competition with oligonucleotides showed 
that salicylate-activated HSF exhibited the 
same DNA sequence specificity as heat-acti- 
vated HSF. 

We next examined the effect of salicvlate on 
in vivo transcription rates using nuclear run- 
on analysis. Despite the large amount of HSF 
DNA binding activity that was induced by 
salicylate, we did not observe an increase in 
the transcription rates of either Hsp 70 or 
Hsp 90 genes (Fig. 1B). Because of this 
result, we examined whether sdicylate-acti- 
vated HSF DNA binding activity was nucle- 
ar-localized and bound in vivo to the HSEs of 
the Hsp 70 gene. We compared the in vivo 
occupancy of the HSEs by genomic footprint 
analysis of the endogenous Hsp 70 gene 
promoter in salicylate-treated and heat- 
shocked cells (5). The patterns of dimethyl 
sulfate (DMS) sensitivity for the naked (de- 
proteinated) DNA and control-cell DNA 
were indistinguishable (Fig. 2A, lanes 1,2,6, 
and 7). The footprint of heat-shocked cells 
(lanes 3 and 8) indicated HSF binding to five 
adjacent HSEs corresponding to sites 1, 3, 
and 5 on the coding strand as well as sites 2 
and 4 on the noncoding strand (7). The 
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late and heat shock (lanes 5 and 10) also 
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