
systematic uncertainties. There is good 
agreement between the two data for 
K,C,, (19 K and 14.24 A) and Rb,C,, 
(29.6 K and 14.42 A) at 1 bar. The absolute 
uncertainties (k0.5 K %) are smaller than 
the plot symbols. 

The solid curve in Fig. 2 indicates that all 
three data sets are represented reasonably 
well by a single quadratic function. We 
conclude that the proposed universal corre- 
lation between T, and a is correct to first 
order. The positive sign of the quadratic 
term may serve as a detailed test of compet- 
ing models, for example, from the depen- 
dence on a of the parameters in the Mac- 
Millan formula. 

Our data also reveal a small second-order 
intercalate-specific contribution to T,(a). 
From Fig. 1, the compressibilities of K,C,, 
and Rb,C,, are not identical, as would be 
required by a strictly universal correlation. 
The three data sets in Fig. 2 can also be 
reasonably well described by individual lin- 
ear segments. The "universal" slope of Flem- 
ing's directly measured values is 50 K k l ,  
whgh is quite close to our value of 45 + 1 
K A-' for Rb,C,, but significantly larger 
than our value of 33 + 2 K k1 for K,C,,. 
The intercalate-specific effect is only signifi- 
cant at small a, that is, at large intermolecu- 
lar overlap. 

The sense of this effect is inconsistent with 
a proposal that metal-C,, optic modes are 
responsible for the pairing interaction (13). 
In this hypothesis, superconductivity arises 
from strong coupling to relatively low-fre- 
quency modes rather than from weak cou- 
pling to the intramolecular vibrations, which 
lie at higher frequencies (14, 15). If we as- 
sume a h e a r  contribution to Tc(a) from the 
el'DTJ(EF) factor independent of chemical 
composition, and that the important cou- 
p h g  phonons are zone-boundary optic 
modes involving planes of M, and of C,, 
(13), there would be an additional scaling of 
T, as m, where rn is the reduced mass. 
This scaling would be in the ratio 14: 10 for 
K,C,, and Rb,C,,, the inverse of the ob- 
served 33:45 ratio of slo~es. 

There are several possible origins for the 
small intercalate-specific contribution. The 
first is suggested by the complex Fermi 
surface of K,C,, (16). In addition to band- 
width variations, which depend directly on 
the lattice parameter, the volume of the 
Fermi surface may be subtly different for 
different intercalates, or may vary with lat- 
tice parameter or pressure, or both effects 
could occur. Another possibility is a pres- 
sure-induced phase transition involving mo- 
lecular orientations. In pure C,,, free mo- 
lecular rotations freeze out at T,, = 249 K 
at 1 bar, locking into specific orientations 
with respect to the crystal axes (17) ,  and 

T,, decreases rapidly with increasing P (18, 
19). An x-ray study of K,C,, indicates two 
equally populated molecular orientations at 
300 K and 1 bar (20), and a nuclear magnetic 
resonance study of Rb,C,, gives evidence for 
a transition near 300 K (21). It is therefore 
likely that M,C,, transforms to an orienta- 
tionally ordered phase at 300 K within the P 
range of the data, which could sect 
our analysis by introducing discontinuities in 
a(P) or by slightly modifying the Ferrni sur- 
face. The diffraction signature of this transi- 
tion is quite subtle in C,, (17) and would 
have been undetectable in the present exper- 
iments. More data at the extremes of a would 
help clarify the situation, for example dTc/dP 
and compressibility measurements on 
Rb,CsC,, (1) and extension of the TJP) 
experiments to higher pressure. 
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Molecular Dynamics Simulations of Dimer 
Opening on a Diamond {OO 1)(2 x 1) Surface 

Computer simulations of hydrocarbon and related molecules using empirical force 
fields have become important tools for studying a number of biological and related 
processes at the atomic scale. Traditional force fields, however, cannot be used to 
simulate dynamic chemical reactivity that involves changes in atomic hybridization. 
Application of a many-body potential function allows such reactivity to occur in a 
computer simulation. Simulations of the reaction of small hydrocarbon molecules 
adsorbed on a reconstructed diamond {001}(2 x 1) surface suggest that these hydro- 
carbons are highly reactive species and that initial stages of diamond growth proceed 
through a dimer-opening mechanism. Rates estimated from transition state theory of 
two interconversions between states where the dimer is open and closed are given. 

C HEMICAL REAC~IONS ARE DEFINED We understand in exquisite detail reaction 
by a changing atomic coordination mechanisms, quantum mechanical resonan- 
associated with the breaking and ces, and final vibrational state distribution of 

making of bonds. Creation of a microscopic reactions such as F + Hz += FH + H and H 
description of the events associated with + H, += Hz + H. Analogous accomplish- 
these processes for small systems (1) has ments for large ensembles of atoms and 
been a tour de force for modern chemistry. molecules have been slow, however, as the 

focus of research changes from small molec- " 
ular systems to large ones. Thus, it is timely 

B. J. Garrison, E. J. Dawnkaski, D. Srivastava, 152 how reactions proceed in con- 
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calculations to investigate the diamond film 
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is H-terminated, the function yields energet- 
D - - A  ics and dimer bond lengths that agree with 

1 predictions from molecular mechanics caku- 
lations (2, 10). It also yields reasonable 

w predictions for barriers for reactions such as I H ahtraction (2). Taken together, these 
a qualities suggest that this function provides 

a good description of energetics and bond- 
" ing for a wide range of diamond surface 

Structures. 
We chose to investigate diamond film 

Fig. 1. Side view of the {001 ) (2x l )  s&. In all cases the C atoms are represented by the larger 
spheres and the H atoms by the smaller spheres. The view angle is shghtly off head-on. (A) Three 
s& dimers with an H atom on each dangling bond. (B) Surface dimer with a C H ,  replaang an H 
atom on the dangling bond. (C) Surfice dimer with a CH, replaciig an H atom on the danglq bond. 
(D) Same as ( C )  accept that the surfice dimer is open. (E) Insertion of the C H ,  into the dimer bond. 
(F) Insertion of the CH, into the -ugh position. 

A promising approach for examining 
complex chemical reactions is to integrate 
~em&n's dassical equations of motion in 
time to obtain a movie of the evolving 
events. Albeit based on ideas formulated 
300 years ago, MD simulations continue to 
be widely used in modem chemistry. The 
underlying problem in performing realistic 
MD simulations is to determine or acauire 
an interaction potential function (actually 
the solution to the electronic S c h r d i n ~  
equation within the Born-Oppenheimer ap- 
proximation) that describes the appropriate 
chemical forces for all the atoms. 

One approach to demmhhg analytic 
atomic interaction potentiak has recently 
been developed for modeling reactions of 
hydrocarbon molecules (2). The formalism, 
which was originally derived from chemical 
pseudopotential theory (3), is based on the 
assumption that potential energy can be writ- 
ten in a form similar to a pair potential (4) 

E = xiZj>dVr(rg) - BgV,(rg)] 

The functions Vr and Va represent pair- 
additive repulsive and attractive interac- 
tions, respectively; rg is the scalar distance 
between atoms i and j; and Bg is a many- 
body empirical bond order function that 
may depend on quantities such as atomic 
coordination and bond angles (4). In this 
approach the pair-additive terms are as- 
sumed to be transferable among different 
bonding environments for a given element, 
and consequently the many-body effects are 
built into the bond order function Bg (3, 4). 
One set of pair-additive terms is assumed 
between each type of atom, and a single 
analytic expression for the bond order is fit 
to different atomic hybridizations. Thus, 

rather than being preassigned as in a tradi- 
tional force field (S), the bonding nature and 
hybridization of each C atom is determined 
by the local environment of neighboring at- 
oms and can change during the simulation if 
the energetics and dynamics dictate that it 
should.do so. This approach removes a major 
constraint that is inherent in most force field- 
based hydrocarbon potential h a i o n s  in that 
chemid reactivity involving changes in 
atomic hybridization can be modeled. 

The sp'cific functional forms and param- 
eters used in the present simulation were fit 
to the lattice constant, cohesive energy, and 
vacancy formation energy of diamond and 
graphite lattices as well as the length and 
energy of molecular C-C and G H  bonds 
(2). The function also indudes terms that 
inhibit rotation about dihedral angles for 
C=C (6). As discussed in (2), the potential 
energy function yields reasonable predic- 
tions for a wide range of both molecular and 
surface properties. For example, atomiza- 
tion energies for hydrocarbon molecules 
ranging from alkanes to large aromatic mol- 
ecules to radicals are predicted to within l% 
or better for over 80% of the molecules 
examined. The same function also predicts 
that the (2 x 1) T-bonded chain reconsauc- 
tion on the (111) surface is energetically 
preferred for a dean surface, in agreement 
with local-density functional calculations 
(7), and correctly predicts that H adsorption 
is favored on a bulk-terminated surface over 
adsorption on the T-bonded chain recon- 
struction (8). It also predicts a surface relax- 
ation around a radical on the (1 11) surface 
that agrees with recent ab initio duster 
calculations (9). For the case where the 
her-reconstructed diamond (001) surface 

growth as a model example because it is a 
complex chemical reaction event that in- 
volves many atoms yet is restricted to only 
two elements, C and H. Understanding th; 
underlying mechanisms of the growth of 
diamond-like 6lms at low temperatures and 
pressures is essential for expanding the prac- 
tical aspects of the technology (11). Experi- 
mentally a gaseous mixture of hydrocarbon 
svecies and H atoms are created above a 
skstrate, commonly diamond itself. Hy- 
drogen atoms are present in abundance and 
presumably saturate most of the exposed C 
atoms on the growing diamond surface. In 
addition, the gas phase H atoms may extract 
H atoms from the surface to form gaseous 
H2 (an exothermic process). The d ~ ~ t  
hydrocarbon species (12) appear to be acet- 
ylene molecules, GH2, and methyl radicals, 
CH,. In consideration of these reactants, 
mechanisms have been proposed for the 
diamond film growth process on the (111) 
(13), (110) (14), and H-terminated unre- 
constructed (001) (IS) surfaces. For the 
(001) surface, however, a recent study indi- 
cates that growth may actually occur on a 
her-reconstructed hce (16). This growth 
mode is supported by recent MM3 calcula- 
tions that suggest that the Illy hydrogenat- 
ed surface is thermodynamically unstable 
with respect to at least partial h e r  recon- 
struction (10). Obviously, a her-opening 
mechanism is necessary to initiate the 
growth on the {001)(2 x 1) surface. 

We examined the reaction pathways after 
-CH, adsorption on the {001)(2 x l )H  sur- 
face of diamond. The {001)(2 x 1) surface is 
a reconstruction such that C atoms at the 
surface (2.52 A separation in the bulk) bond 
to form surface dimem (1.41 A separation on 
the dean surface) as shown in Fig. lk This 
bonding contigumtion leaves a radical orbital 
on each surfice C atom. The H-terminated 
d c e  is formed by the placement of an H 
atom at each radicd site.-Because there is a 
highly strained bond, we believe this surface 
might exhibit innresting chemistry. 

One can determine the dvriamics of the 
system of atoms by integrating the equa- 
tions of motion for all the partides as a 
function of time (17). The forces for the 
motion are deter&& by the many-body 
hydrocarbon interaction potential. We used 
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a slab of eight layers of C atoms with 32 
atoms per layer, with the (001) face exposed, 
reconstructed into the (2 x 1) dimerized sur- 
face, and then terminated with H atoms. The 
top three C layers and all adspecies experi- 
enced only the forces due to the interaction 
potential. In addition to the forces from the 
interaction potential, the next three layers 
experienced stochastic forces in order to main- 
tain a desired temperature (1 8). The final two 
layers were held rigid to keep the bottom fiom 
reconstructing. To examine different reaction 
pathways, we replaced one of the H atoms by 
either a -C, -CH, -CH,, or -CH, species. 
The dynarnical response of the ensemble of 
particles was then computed at simulation tem- 
peratures of 1500 to 2500 K (19). 

The initial adspecies investigated was 
-CH,. This adspecies could arise either 
from the direct adsorption of methylene, 
CH, (Fig. lC), from the gas phase onto a 
radical site or from an H atom abstraction 
from a -CH, adspecies (Fig. 1B). For the 
empirical potential, the energy cost to re- 
move an H atom from the dimer site is 4.4 
eV but is only 4.0 eV from the adsorbed 
methyl species. The reaction steps suggested 
by the MD simulation for the -CH, adspe- 
cies case are as indicated in Fig. 1, C to E. In 
the initial state (Fig. lC), the atoms sur- 
rounding the adsorbate C atom are nearly 
planar, indicating that it is a radical species. 
The C-C surface dimer bond is highly 
strained as these two C atoms were original- 
ly next-nearest neighbors in bulk diamond. 
The next step involves the evolution of an 
ethylenic configuration (Fig. ID). The 
strained C-C dimer bond is broken, and by 
the arrangement of the atoms a double bond 
is formed between the adsorbed CH, and 
the surface C atom. The surface radical 
species is now on the left C atom. Finally, 
the CH, inserts into the middle of the 
original strained C-C dimer bond (Fig. 1E). 
The H atoms in the ethylenic adspecies are 
perfectly aligned for the-inserted configura- 
tion, and the C atom on the right side of the 
dimer has a radical orbital. The C atom with 
the radical site is restricted from having a 
planar geometry by the presence of neighbor- 
ing C atoms in the bulk. Another radical site 
is present for subsequent reactions, perhaps 
with an H atom that is present in abundance. 
These reaction steps follow solely from the 
predictions of the MD simulations. 

The insertion reaction was observed for 
all CH, adspecies where x < 3. The CH, 
species could not insert, as the dimer open- 
ing step is highly endothermic. The MD 
simulations predict that the -CH adspecies 
is more reactive than the -CH, adspecies 
and that atomic C was the most reactive. 
These   re dictions are consistent with the 
energetics of the various states as evaluated 

Distance (angstroms) 

Fig. 2. Constrained potential energy curves for 
states C, D, E, and F of Fig. 1. The horizontal axis 
is the distance of the constrained C adspecies from 
the center of the original dimer, and the vertical 
axis is the relative energy of the states. For each 
minimum energy configuration, the values of the 
horizontal position of the C adspecies, the vertical 
position, and the relative energy are given: e, 
state C (1.43 A, 1.29 A, 0.00 eV); M, state D 
(1.48$, 1.28 A, 0.07 eV); 0, state E (-0.02 A, 
1.08 A, -0.20 eV); and 0, state F (2.08 A, 0.92 
A, -0.58 eV). 

by the many-body interaction potential. 
In order to assess the ease of transitions 

among the states shown in Fig. 1, we gen- 
erated potential energy curves for each of 
the CH, adsorption states. The horizontal 
position of the adsorbed C atom in the 
surface plane was constrained, and then the 
remaining atom positions (including the 
two H atoms on the C adspecies) along with 
the height of the C adspecies were dynam- 
ically relaxed (20). In other words, the en- 
ergy is calculated for positions from left to 
right in the configurations in Fig. 1 with the 
C adspecies always in the plane of the sur- 
face dimers. The CH, adspecies (state C) 
and ethylenic (state D) configurations have 
minima positions and energies that are close 
to each other. The minimum in the potential 
curve for the inserted configuration-(state E) 
is lower in energy than minima of either the 
CH, adspecies or ethylenic configurations. 
In the course of the minimization calcula- 
tions, a fourth state was found (Fig. 1F). 
This state corresponds to the CH, species 
bonding to a C atom across the trough 
between the dimer rows, and thus the dimer 
on the right must be open. 

A hrther analysis of the results of the MD 
simulations in conjunction with the con- 
strained potential curves shown in Fig. 2 is 
in order. MD calculations of direct CH, 
adsorption on the (001)(2 x 1) surface with 
one radical orbital showed that only the 
CH, adspecies and the ethylenic states, C 
and D, respectively, were directly accessed. 

Once the CH, adsorbed, the MD calcula- 
tions exhibited facile transitions to the eth- 
ylenic state and occasional transitions (with- 
in tens of picoseconds at 1500 to 2500 K) to 
the inserted state, E. State F was not ob- 
served in this time scale by the MD calcula- 
tions even though it is lowest in energy. To 
explain this in terms of the energetics, each 
crossing of the potential curves in Fig. 2 
must be analvzed to determine if it is a true 
crossing of states (facile transition) or a 
transition state. The two points where states 
C and D cross are true crossings. There is 
about a 0.11-eV energy difference for the 
transition from the CH, adspecies state to 
the ethylenic state. The apparent crossings 
between C. D and E, F are fictitious because 
of the constrained dynamics. For example, 
to get from state C to state F, the dimer on 
the-right must be opened. There are, how- 
ever, transition states between states D and 
E and between states C and F. 

Simplified transition state theory (20, 21) 
can be used to estimate the rates for these 
two transitions. Using equation 1 of (ZO), 
one gets k,,, = 6.9 x 10" x exp(-0.17 
eV/kT) s-' and kc,, = 3.0 x 10'' x exp 
(-0.73 eV/kT) s-', where k is the Boltz- 
mann constant and T is temperature. The D 
-+ E transition is extremely easy and has a 
lifetime of approximately 1 ns at room tem- 
perature. The transition C -+ F is much 
slower and has a minimum lifetime of 0.5 s 
at room temperature. The transition C -+ F 
is not observed in these MD simulations 
because the concentration of species in state 
C is preferentially drained into state D and 
then into state E. Within the approxima- 
tions of this empirical potential, the predict- 
ed barriers are umer bounds in that some of 

I I 

the atomic positions are constrained. 
The series of states and reaction mecha- 

nisms shown in Fig. 1 present an interesting 
concept to the dimer-opening step in dia- 
mond film growth on the (001) surface. 
First, the -CH, radical is an important 
adspecies. The origin of the -CH2 can either 
be from direct adsorption or H abstraction 
from a CH, adspecies. Second, because the 
surface is assumed to be dimer-reconstruct- 
ed, the steric hindrance problems (10) asso- 
ciated with the Harris (15) mechanism for 
CH, are significantly reduced. Finally, and 
perhaps most important, there are variants 
of these motions that are close in energy. 
For example, state F might be readily 
formed if the dimer on the right were re- 
placed by a single C atom or a step edge. 
Therefore, a perfect (001)(2~1)  surface is 
not needed for this basic concept of atomic 
motions to omrate. 

Molecular h ~ a m i c s  simulations for reac- 
tions of hydrocarbons using an empirical 
potential are now possible. Changes in 
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bonding environment occur dynamically 
during the simulations. This approach opens 
the door for proposing reaction pathways 
that involve rehybridization of C atoms in 
molecules. For diamond film formation we 
have suggested that -CH, species are highly 
reactive and may be important for growth. 
The resulting pictures present a challenge to 
experimentalists for laboratory confirmation 
and to theorists for calculating the energetics 
by first-principle methods (22). 
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Structure of Transcription Elongation 
Complexes in Vivo 

MARK KAINZ AND JEFFREY ROBERTS 

The opening of duplex DNA in the elongation phase of transcription by Escherichia 
coli RNA polymerase in vivo was detected at a regulatory site where a prolonged pause 
in transcription occurs. Single-stranded DNA in the transcription bubble was identi- 
fied by its reactivity with potassium permanganate (-0,). The elongation structure 
in vivo was similar to  that of transcription complexes made in vitro with some 
differences. The observed reactivity to KMnO, of the DNA template strand was 
consistent with the existence of an RNA-DNA hybrid of about 12 nucleotides. 

T HE COMPLEX OF RNA POLYMERASE 

(RNAP), DNA, and the elongating 
mRNA transcript is an intermediate 

in the enzymatic reaction and the site of the 
regulatory processes of termination and an- 
titermination. The elongation complex of 
Escherichia coli RNAP has the following 
properties in vitro: (i) its footprint is more 
compact than that of initiation complexes 
(20 to 30 bp versus 65 to 95 bp) (1, 2);  (ii) 

base-specific contacts are not evident (1); 
(iii) the DNA (-17 bp) is unwound in the 
transcription bubble (3); and (iv) the DNA 
template and the nascent RNA form a hy- 
brid of 10 to 12 bp ( 4 4 ,  although this 
value has been questioned (7). 

During transcription in vitro of the E. coli 
bacteriophage A late gene operon (8) and 
the late gene operons of related phages 82 
(9) and 21 (lo), RNA polymerase pauses 
after making only 15 to 25 nucleotides of 
RNA, at a hosiGon specific to each phage 
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Biotechnology Building, Cornell University, Ithaca, NY DNA. These paused 
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Q-encoded antiterminator protein acts in 
vitro to modify RNAP. We have identified 
the paused elongation complexes in vivo, 
and have used them to study the structure of 
the elongation complex in vivo. 

We detected paused complexes in cells 
using KMnO, to modify thymines and cy- 
tosines in denatured DNA (1 1) and thus to 
mark the transcription bubble. Cells bearing 
plasmids with the late promoter and initially 
transcribed region of the late operon of A or 
related phages were treated with KMnO, 
during growth, and KMn0,-modified py- 
rimidines were detected by primer exten- 
sion. In some experiments the drug rifmpi- 
cin, which prevents initiation but not 
elongation of transcription by E. coli RNA 
polymerase, was added before KMnO, 
treatment. Inhibition of initiation allows 
elongating and paused RNAP to clear the 
DNA and thus identifies such enzymes, and 
also freezes RNAP-at the promoter in the 
open complex. 

w e  analyzed three plasmids containing 
the A late operon: (i) pXY306 (12) contains 
the wild-type A promoter p,' with its asso- 
ciated regulatory sequence qut (for ''Q utili- 
zation"); (ii) pXY306 (+6C) is a qut- point 
mutant that does not support the in vitro 
pause at + 16-+17 (and cannot be modified 
by Q), but still has an active promoter 
(13-15); and (iii) pXY306 (-11G) contains 
a mutation that nearly abolishes promoter 
function (13). Wild-type pXY306 has reac- 
tive residues at positions + 1 and +2 of the 
bottom (template) strand, and +14, +15, 
and + 16 of the top (nontemplate) strand 
(Fig. 1A) (16). Treatment with rifmpicin 
alters this pattern in two ways. Reactivity at 
+1 and +2 (lane 2) and +14, +15, and 
+16 (lane 8) is abolished, and the minor 
reactivity of T at - 11 (lane 2) and - 2, - 6, 
- 7, and - 8 (lane 8) increases. We infer that 
bases at + 1 and +2 on the bottom strand 
and at +14, +15, and +16 on the top 
strand occur in single-stranded regions of 
the transcription bubble of RNA polymer- 
ase paused after making 16 or 17  nucleo- 
tides of the late RNA, whereas T at - 11 on 
the bottom strand and -2, -6, - 7, and -8 
on the top strand are present in single-strand 
regions of open complex formed at the 
promoter. Open and paused complexes co- 
exist in a population, although for steric 
reasons they probably could not exist on the 
same DNA molecule. A time course shows 
that the half-life of the paused complex in 
vivo is about 30 s (17). 

This identification of melted DNA in 
open and paused complexes was supported 
by analysis of the mutant plasmids. KMnO, 
treatment of-cells bearing pXY306 (+6C) 
detected reactivity ascribed to open complex 
[at - 11 (Fig. 14 lane 3) and weakly at - 2, 
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