
Information Processing in the Primate Visual 
System: An Integrated Systems Perspective 

The primate visual system contains dozens of distinct 
areas in the cerebral cortex and several major subcortical 
structures. These subdivisions are extensively intercon- 
nected in a distributed hierarchical network that contains 
several intertwined processing streams. A number of 
strategies are used for efficient information processing 
within this hierarchy. These include linear and nonlinear 
filtering, passage through information bottlenecks, and 
coordinated use of multiple types of information. In 
addition, dynamic regulation of information flow within 
and between visual areas may provide the computational 
flexibility needed for the visual system to perform a broad 
spectrum of tasks accurately and at high resolution. 

v ISUAL IMAGES PROVIDE AN IMMENSELY RICH SOURCE OF 

information about the external world. We use this informa- 
tion so effortlessly and efficiently that it is easy to underes- 

timate the computational complexity of ordinary visual routines. For 
instance, driving a car on a busy street requires coordination of a 
number of ongoing visual tasks: reading traffic signs, recognizing 
familiar landmarks, localizing and tracking vehicles, and being alert 
to pedestrians and other sources of sudden danger. The results of 
these ongoing analyses must be appropriately routed to brain 
regions involved in perception, motor control, and planning. Our 
ability to perform such tasks accurately, rapidly, and reliably in the 
natural environment requires an extremely sophisticated and well- 
engineered visual system. 

The challenge of understanding vision has prompted widespread 
interest in interdisciplinary approaches that attack the problem from 
complementary viewpoints. In this article we discuss a combined 
neurobiological and systems engineering approach to studying the 
primate visual system. The neurobiological approach provides a 
detailed anatomical and physiological description of the visual 
system and suggests a number of key principles, including modular 
design, hierarchical organization, and the presence of distinct but 
intertwined processing streams. The systems engineering perspec- 
tive provides a framework for analyzing and interpreting these and 
other aspects of visual system organization. It emphasizes the need 
for computationally sound models that are grounded in basic 
principles of signal processing and respect both the power and the 
limitations of the underlying neural circuitry. 
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Anatomical Overview 

The anatomy of the primate visual system has been intensively 
studied in the macaque monkey, whose visual system is similar in 
many ways to that of humans. Figure 1 provides an overview of the 
major components of the macaque visual system, as seen in the intact 
right hemisphere (upper left) and in unfolded two-dimensional 
maps of the cerebral cortex (center) and of subcortical visual 
structures (lower left). AU structures are drawn to scale, so their sizes 
reflect the amount of neural machinery available for processing in 
different centers. 

Areas. The major retinal output goes via the lateral geniculate 
nucleus (LGN) to the striate cortex (area V1) and from there to a 
mosaic of extrastriate cortical visual areas shown in various colors in 
Fig. 1. Thirty-two distinct cortical areas associated with visual 
processing have been described on the basis of anatomical, physio- 
logical, and behavioral information (1, 2). Twenty-five areas are 
primarily visual in function; the remaining seven are also implicated 
in other functions such as polysensory integration or visually guided 
motor control. The identification of some areas is questionable or 
controversial, though, and alternative partitioning schemes have 
been suggested, especially for the temporal lobe (3). Altogether, 
visual cortex occupies about half of the 100 cm2 extent of each 
hemisphere. V1 and V2 each exceed 10 cm2, but most areas are less 
than one-tenth this size. 

Hierarchies. T o  date, 305 pathways interconnecting the 32 
cortical visual areas have been identified with modern pathway- 
tracing techniques (1). This constitutes nearly one-third of the 
number there would be if the network were fully interconnected. 
Hierarchical relations between areas have been assessed by the use 
of information about the cortical layers in which pathways origi- 
nate and terminate (1, 4). For some pathways the laminar pattern 
suggests ascending (forward) information flow from a lower to a 
higher area. These are generally paired with reciprocal pathways 
that have patterns suggesting feedback from a higher to a lower 
area. Other pathways have patterns suggesting lateral connections 
between areas at the same level. Systematic application of these 
criteria leads to a hierarchy containing ten levels of cortical visual 
processing plus several additional stages of subcortical processing 
(Fig. 2). The visual hierarchy is extensively linked to centers 
associated with motor control, other sensory modalities, and 
cognitive processing (1, 5 ) ,  only a few of which are shown here. 
Different pathways vary greatly in strength, and there are alterna- 
tive schemes for cortical connectivity that emphasize mainly the 
robust connections (6, 7). 

Processing streams. Two major processing streams originate within 
the retina. About 80% of retinal ganglion cells are parvocellular (P) 
cells projecting to the P layers of the LGN, whereas 10% are 
magnocellular (M) ganglion cells projecting to the M layers of the 
LGN (8). In V1 and V2, these are reorganized into a tripartite 
arrangement (7), the so-called P-B, P-I, and M streams (6). In V1 
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the comparanents are patchy and specific to particular cortical 
layers, whereas in V2 they form stripes parallel to the surface and 
mending through all layers (7, 9). Additional areas associated with 
the M stream include V3, MT, MST, and some posterior parietal 
areas. The P-B and P-I streams include separate subregions of V4, 
and this segregation may persist into inferotemporal (lT) areas (5, 
10). Dcspite the specificity of c o d o n s  within each stream, 
substantial cross talk occurs at many levels, as demonstrated ana- 
tomically (1, 6) and physiologically (1 l). 

Information Processing Strategies 
W~thin this anatomical hncwork, it is important to understand 

how visual information is represented by individual neurons, how it 
is transformed and discarded at su<rcssive levels, how it is dismb- 
uted among d h t  pmassing streams, and how it contributes to 
the pcrhnnance of specific visual tasks. We will discuss recent 
progressonfivetopicsrclatcdtothescissues. 

Inj6nnation bottlenackc and scale invariance. Physical images on the 
retina contain Car more infbrmation than can be &ciently handled 
by the brain. An initial stage of data reduction occurs in the retina, 
where the nonunihrm distribution of -1e ganglion cells leads to 
a variable resolution -tion that is approximately scale- 
invariant (12, 13). To ihsrmc the signi6cana of scale invariance, 
imagine looking at a colleag&s face across a able and fixating on 
the tip of h a  nose. Resolution is very high at the fixation point 
(-101 pixels per degree squared) but declines sharply at progres- 
sively more peripheral locations. If the friend mows doscr (while 

one still fixates the nose), the image as a whok becomes larger, and 
components of the image that are &-center (say, the em)  shift 
peripherally on the rrtina as they enlarge. Outside the central 2", the 
loss in spatial resolution resulting from the peripheral shift almost 
exacdy counteracts the increase in image size. 'T~K net result is that the 
amount ofinformation transmitted about the colleague's face is nearly 
indqx&nt of viewing distance, except in the central 2", where there 
is a gain or loss of information as the face approaches or recedes. 

Filters, notjature deterton. Neurons at each stage of processing 
arc best described as filters that arc selective along multiple 
stimulus dimensions. Retinal ganglion cells and lateral geniculate 
cells have concenmc, antagonistically organized receptive fields 
and bmad spatial frequency tuning, allowing them to carry some 
low spatial kquency information while nonetheless emphasizing 
higher kquencies (14). Transmitting the difference between a 
central value and the local mean luminance is an effective data 
reduction step; for natural images it increases the stitistical 
independence of activity in neighboring cells (that is, decreases 
their correlation). 

The primary role of P cells is to e n d  infbrmation about 
luminanct contrast. They respond to low and moderate temporal 
frequencies (mainly 1 to 20 Hz) over the full range of spatial 
fiquenaes visible at a given eccentricity (14, 15). M cells arc 
optuIllzad for higher temporal frequencies (mainly 5 to 40 Hz), but 
they provide only about one-third the spatial resolution becaw of 
their lower sampling density. Thus, the P and M systems cover 
partially overlapping regions of the spatiotemporal information 
space illustrated at the bottom of Fig. 3 (12, 14-16). 

A secondary function of P cells, the transmission of s p e d  infor- 
mation, is achieved by having photoreceptors 
with d&rent spcaral sensitivities subserve 
the center and surround medmims. How- 
ever, despite the vividness of color penxp 
tion, color makes only a minor contribution 
to the information content of natural images. 
Visual acuity is many times worse for pamms 
di&ring only in specd  composition than 
fix patterns d&hg in luminance (17). Like 
the P system, the M systwn also conveys a 
second type of intinmation: many M cells 
have nonlinearitits that encode the presence 
of &-grained details, without repmenting 
precise spaual relations (that is, phase infor- 
mation) (14, 15, 18). 

Filtering in both spatial and temporal 
domains continues in area V1. A unifying 
descriptive framework (on the basis of cat 
and k r k y  studies) is that cortical recep 
tive fields are oriented in both spatial (x-y) 
and space-time (x-t) coordinates. Spatial ori- 
entauon eives I& to conventionid orienta- 
tion selec&ty for elongated stimuli and to 
sharpened spatial fquency tuning, whereas 
spatiotemporal orientation gives rise to ve- 
locity tuning (1 9). 

There is a basic distinction in V1 h e e n  
simple and complex cells. Simple cells act as 
quasilinear filters (20) and are analogous to 

~ . l . A n & ~ ~ o f t h e ~ v i s u a l ~ ~ s c c n f r o m ~ d ~ v i e w s o f ~ r i g h t  thefilttrsinwavela~resentations,whose 
hunisphac and from unfolded qmscnmions ofthc entice cerebral corror and major subcodcal visual sensitivity profiles are restricted in both 
-. Thc d d  m?p c 0 n d  S C V d  vrificial d k O h U i & S  (for Cxarnpky bCtwCCn v1 and v2). spacr and wcncy. Wavela rePrr- 
Minor retinal outputs (-10% ofganglion ads) go to thc supaior coIliculus (SC), which pmjocts to the SQ1tations have become popular in imagt pllvinv complex, a cluster ofnudci having reciprocal connections with many cortical visual areas (37). 
irU !3uwmcs (9 the much thinner d n a )  ace -1 to 3 mm thick. [ModiM, with permission, from p-ing becaw they pr0vidC a statistical- 
(I), with dxomcal struaurrs based on (12) and (38).] ly independent and complete visual repre 

SCIENCE, VOL. 255 



sentation (21). Compkx cells have pronounced spatial nodinexitics 
and provide a measure of image power within a resmctcd range of 
orientations, spatial and temporal frequencies, and s p a  (22). Like 
the subpopulation of nonlinear M cells in the mina, complex ells 
convey intbrmation about the statistics of images (for example, 
axnue and "motion energy"), while discarding intbrmation about 
spatial details. This may help, for example, in distinguishing the 
roughness of a rocky terrain without the need for pebble-by-pebble 
scrutiny; such strategies have important applications in image 
proassing (23). This perspective diffas from the notion promoted 
by "feature detector" advocates (24) that early cortical proassing is 
mainly~totheexplicitdetectionoffeaturessuchasedgesor 
zcmxmssings of intensity derivatives. Thesc are csscntkdy logid, 
all-or-none decisions that are better postponed to later stagts of 
analysis (25). 
Znj5onnation divegmcc and convegmcc. Btsidts the aforementioned 

spatial and temporal &racmhics, many neurons in V1 and in 
amstriate arcas are selective along other dimensions, including 
wavelength and binocular disparity. Figure 3 addrcsscs how thesc 
diverse types of selectivity, disamible among cortical neurons 
(middle row), are related to the P and M streams (bottom row) and 

LGN 

m - 

M-mNA IY- 

to cMcrcnt visual tasks (top row). Two basic tasks of vision are 
object recognition (what it is) and the dewmination of spatial 
relationships among objects in a dynamic three-dimensional world 
(where it is, and where it is going). Corresponding to this functional 
distinction is an anatomical dichotomy: object recognition is selec- 
tively impaired by lesions of IT areas, whereas judgments of spatial 
relations arc impaired by lesions of area 7a and other posterior 
parietal areas (26). 

For accurate and robust pcrfbnnana, each of these tasks needs 
access to many types of intbrmation. For example, identification of 
a particular object (say, a sphere or a cylinder) can be based on 
binocular disparity cues (when viewing a randomdot s t u r q p n ) ,  
on velocity cuts (in a saucnuc-hm-motion task), or on perspective 
cuts that use orientation and spatial kqucncy information. How- 
ever, ordinary visual tasks typically involve the coordinated use of 
several types of intbrmation. In this nspcct, it is reasonable that each 
proassing stream is associated with two or more types ofselectivity, 
rather than just one type (Fig. 3, middle row) (6, 7). Each saeam 
has a distinctive c o d t i o n  of selectivities, and at higher I& 
each stream contains cells that also have more complex receptive 
field propertits, suggaive of intermediate stages of cortical pro- 

cessing (2,27). The specific &araa&tics of 
the M stream make it wcll suited for various 
tasks requiring motion intbrmation, but 
motion is not the only type of information it 
represents. The P-B stream is suited for tasks 
needing spcctnl information and the P-I 
stream for tasks necding detailed spatial 
intbrmation, but other types of information 
are multiplexed into thesc streams as wcll. 

Totaluadvantageofthe~spatiotempo- 
ralfirquencyspcchumtransmitadbythe 
opticnwe,higherkvclsofthevisualsystan 
nccd acccss to information fitnn both the P 
~ t h e M s y s t a n s d u r i n g t h e ~ ~ o f  
many tasks. Thc anatomical cross talk de- 
suibcd above provides a neural subsaa  for 
t h i s c o ~ a n d d t s f i o m s c k € f i v e  
ksion studks indad indicate that either the P 
or the M systan alone can mediate a wide 
range ofc& (fbt-le, d@ P-qion,  
speed, and direaim dhimination) as long 
asstimuliarepresamdintheappropriaa 
spatiotcmporal range (16, 28). 

Dynarnu aspenc of infoonnation poW. The 
recognition of complex patterns is too com- 
putationally demanding to be carried out at 
maximal resolution across the entire visual 
field. However, the problem is managcable 
because pattern recognition occurs mainly 
within a restricted window of attention that 
can be rapidly shifted in position and 
changcd in spatial scale. Sevtral lints of 
psychophysical cvidena suggest that the 
window of attention has an e&ctive spatial 
resolution about 20 to 30 sampling dements 
across, independent of shifts in position and 
scale (29). Because this is only -1% of the 
capacity of the optic nmn, it represents a 
major additional bottleneck in intbrmation 

Flg. 2. A hierarchy of visual arcas in the macaque, based on laminar patterns of anatomical ~ O I I S .  
Bow. 

o bout 90% ofthe known pathways are consistent with this hierarchid s~heme, thc exceptions may Scvcral modds for the 
Fcfkct either inxcmcics in the rqxntcd anatomical data or gcnuinc dcviatians fiom a rigid hierarchical tion have been pro& which di&r in the 
scham. [Modi6cd, with pwmission, from ( I ) ,  with subaxtical conmctbns based on (37)] strategies used to regulate the intbrmation 
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Visual 
tasks 

3-D Spatial Object 
relationships recognltlon 

(Where, where going?) (What?) 
[Posterial, parietal] [Inferotemporal] 

analysis [P-I, MI frequency [M. P-I. P-B] /'-l3, P-I] 

Retina, LGN 

Temporai 
frequency 

Fig. 3. Convergence and divergence in visual processing. Arrows represent 
major lines of information flow from subcortical P and M streams (bottom) 
to the selectivities represented among neurons at early stages of conical 
analysis (middle) and from there to two general tasks of vision (top level). 
The hatched portion of the M cell curve represents their nonlinear compo- 
nent of processing. The processing streams associated with each property in 
the middle row are assigned on the basis of a high incidence of selectivity 
recorded physiologically (6, 7). 

reaching pattern recognition centers (12, 30). The model we prefer 
(12, 31) is based on selective gating of neural inputs that is 
coordinated across a series of processing stages, including areas V1, 
V2. and V4. as well as IT. This model accounts for the   reservation 
of information about detailed spatial relations within the window of 
attention, which we consider crucial to any comprehensive model of 
attention. It makes specific predictions about dynamic effects of 
attention on receptive field -properties, which are supported by 
physiological recordings from V4 and IT of alert monkeys (32). The 
control mechanism for initiating and directing attentional shifts may 
involve the pulvinar as well as the posterior parietal cortex (33), but 
its neurobid~o~icd implementation remainspoorly understood. 

Modularity and computational jlexibility. Complex problems are 
often best solved by breaking them into smaller components. In 
considering how this might be reflected in the design of 
the brain, numerous engineering issues and trade-offs arise, just as in 
computer design (34). (i) Creating separate modules for different 
subtasks allows neural architecture to be optimized for particular 
types of computation. It also d o w s  differenttypes of information to 
be represented explicitly, in ways that can simplify later stages of 
analysis. However, it is important to avoid overly specialized 
modules that lack flexibility,-are rarely used, or are inordinately 
complex to construct. (ii) Replicating the same module many times 
over, as exemplified by the internal structure of V1 (34 ,  d o w s  
stereotyped cdmputations to be carried out massively in parallel. 
However, high-level tasks such as pattern recognition, which are 
computationally expensive and require large amounts of stored data, 
should not be duplicated unnecessarily. (iii) In principle, having 
both types of modularity offers great computational flexibility. 
However, to capitalize, it is critical to maintain coordinated and 
efficient routing of information between modules. 

In a highly modular system, many important subtasks may involve 
functions (for example, controlling information flow) that are 
peculiar to the specific architecture of the system. These may appear 
obscure or arcane when analvzed onlv in terms of the i n ~ u t s  and 
outputs of the whole system. This suggests a need for caution in 
interpreting cortical function as a one-to-one mapping between 
individual visual areas or streams and the perceptions of color, form, . . 

or motion (7, 36). Instead, we emphasize a task-oriented perspec- 

tive, keyed on understanding how overall tasks are broken into 
subtasks and on elucidating the computational strategies needed for - 
their implementation (6). 

The computations carried out within any given cortical area are 
anatomically constrained by its inputs and its intrinsic synaptic 
circuitry. There may be a fundamental distinction between ascend- 
ing pathways in the hierarchy, whose circuiuy dictates the basic 
classes of analysis carried out within an area, and the modulatory 
influences exerted by feedback pathways from higher centers and 
perhaps by the pulvinar. These modulatory influences may allow for 
several types of computational flexibility: adjusting the exact nature 
of the transformation carried out within an area; regulating the 
inputs on which the computation is made (input gating); or 
switching the targets to which the results are transmitted (output 
gating). We suspect that all three of these dynamic control processes 
are important throughout the cerebral cortex. Collectively, they may 
allow the brain to reorganize its computational structure adaptively, 
on a rapid (-100 ms) time scale, for optimal utilization of the 
incoming data and of the available neural resources. Just as the brain 
controls other bodily functions, it may exert explicit control over its 
own computations. Translating this general hypothesis into specific, 
neurobiologically plausible models and into critical experimental 
tests will be a challenge for the future. 
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Climate Forcing by Anthropogenic Aerosols 

Although long considered to be of marginal importance 
to global climate change, tropospheric aerosol contributes 
substantially to radiative forcing, and anthropogenic sul- 
fate aerosol in particular has imposed a major perturba- 
tion to this forcing. Both the direct scattering of short- 
wavelength solar radiation and the modification of the 
shortwave reflective properties of clouds by sulfate aero- 
sol particles increase planetary albedo, thereby exerting a 
cooling influence on the planet. Current climate forcing 
due to anthropogenic sulfate is estimated to be - 1 to -2 
watts per square meter, globally averaged. This perturba- 
tion is comparable in magnitude to current anthropogenic 

greenhouse gas forcing but opposite in sign. Thus, the 
aerosol forcing has likely offset global greenhouse warm- 
ing to a substantial degree. However, differences in geo- 
graphical and seasonal distributions of these forcings 
preclude any simple compensation. Aerosol effects must 
be taken into account in evaluating anthropogenic influ- 
ences on past, current, and projected future climate and in 
formulating policy regarding controls on emission of 
greenhouse gases and sulfur dioxide. Resolution of such 
policy issues requires integrated research on the magnitude 
and geographical distribution of aerosol climate forcing 
and on the controlling chemical and physical processes. 

T HE RESPONSE OF THE EARTH'S CLIMATE TO THE PERTUR- 

bation in radiative forcing due to increased concentrations of 
infrared-active (greenhouse) gases is the subject of intense 

research because of the well-documented increases in concentrations 
of these gases over the industrial era and the recognition of the 
climatic importance of the radiative forcing associated with these 
increases. It is becoming apparent that anthropogenic aerosols exert 
a radiative influence on climate that is globally comparable to that of 
greenhouse gases but opposite in sign. However, this aerosol 
radiative influence has received much less attention than forcing by 
anthropogenic greenhouse gases. In view of the magnitude df 
aerosol influences on climate, it seems mandatorv that these influ- 
ences should be included in efforts to obtain accurate estimates of 
anthropogenic perturbations to the earth's radiation budget at 
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present and over the industrial era. Such estimates are essential for 
(i) evaluating climate sensitivity from observed climate change, (ii) 
evaluating the performance of climate models, and (iii) reliably 
predicting potential future climate changes. In this article we 
describe the mechanisms by which anthropogenic aerosols perturb 
the global climate, provide estimates of the global-average magni- 
tude of the aerosol perturbation in radiative forcing, outline the 
information required to describe the spatially nonuniform pertur- 
bation in climate models, assess where additional information is 
required, and suggest approaches to gaining this information. 

Although it has long been recognized that tropospheric aerosols 
exert a cooling influence on climate because of their scattering of 
shortwave radiation and the resultant increase in planetary albedo 
( I ) ,  this influence has been widely assumed to be fairly uniform 
spatially and constant temporally [for example, (2-4)], and this 
perception has been reflected in most analyses of global climate 
change (5-8). However, industrial activities, especially emissions of 
SO,, which result in the formation of particulate sulfate (SO,,-) 
compounds, contribute substantially to tropospheric aerosol, espe- 
cially to submicrometer aerosol, which is effective in the scattering of 
shortwave radiation ( 9 ) ,  and this aerosol is distributed quite non- 
uniformly over the earth and has substantially increased in concen- 
tration since around 1850 (10-12). Thus, there is strong reason to 
infer that anthropogenic sulfate aerosol substantially enhances local 
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