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Quantum Mechanical Calculations to 
Chemical Accuracy 

Full configuration-interaction (FCI) calculations have 
given an unambiguous standard by which the accuracy of 
theoretical approaches of incorporating electron correla- 
tion into molecular structure calculations can be judged. 
In addition, improvements in vectorization of programs, 
computer technology, and algorithms now permit a sys- 
tematic study of the convergence of the atomic orbital (or 
so-called one-particle) basis set. These advances are dis- 
cussed and some examples of the solution of chemical 
problems by quantum mechanical calculations are given 
to illustrate the accuracy of current techniques. 

approaches in use today. Instead we limit the discussion to two 
approaches. First is the coupled-cluster singles and doubles (CCSD) 
method (3) with a perturbational estimate (4) of the contribution of 
connected triple excitations [CCSD(T)]. Because the FCI method 
(5-7) is not feasible for most systems, this is probably the most 
accurate, practical single-reference approach in use today. Second, 
we consider the multireference configuration-interaction (MRCI) 
approach to the correlation problem. Size-extensive modifications, 
such as the averaged-coupled pair functional (ACPF) approach (8), 
further extend the applicability of the MRCI approach. Multirefer- 
ence correlation treatments are generally the most accurate ap- 
proaches, because they account for both dynarnical and nondynam- 
ical correlation. These approaches have been shown (2) to reproduce 
FCI results for both the energy and molecular properties for a wide 
range of mole~dar  systems. 

New Insight from Benchmark Calculations 
Most quantum mechanical methods attempt to solve the time- 

independent Schrodinger equation 

where W is the wave function, E is the energy, and H is the 
Hamiltonian. Because the electrons are much lighter thah the nuclei, 
the electronic and nuclear motions are generally treated separately 
(the Born-Oppenheimer approximation). Relativistic effects are also 
neglected as they contribute little to valence properties. Although 
theoretical work (9, 10) directed at understanding the limitations of 
these two approximations has been reported, this is outside the 
scope of this article. With these approximations the Hamiltonian 
operator (in atomic units) can be written as 

The authors are at the National Aeronautics and Space Administration Arnes Research LL1 
Center, Moffett Field, CA 94035. where Z is the nuclear charge, rU is the electron-electron distance, rAi 
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is the electron-nuclei distance, and R is the internuclear distance. 
The four terms in Eq. 2 account for the electron kinetic energy, the 
nuclear-electron attraction, the electron repulsion, and the nuclear 
repulsion contributions, respectively. The sunlmations extend over n 
electrons and N nuclei in the system. The difference with classical 
mechanics is apparent in the electron kinetic energy, where 112 mu2 

has been converted to  a differential operator as a result of the small 
electron mass. 

The solution of the Schrodinger equation is very challenging, 
even with the Hamiltonian operator in Eq. 2. Methods such as 
Monte Carlo (1 1) are difficult to  apply, because of the high precision 
required. For example, the dissociation energy (D,) of N, (228 
kcal/mol) is a small fraction of the total electronic energy of more 
than 65,000 kcal/mol. Most quantum mechanical methods rely on  a 
two-step procedure. In the first step, the molecular orbitals (MOs) 
are obtained as a linear combination of one-particle basis functions 

where the x,s are commonly referred to  as AOs. These AOs include 
h ~ x i o n s  to  describe the atoms as well as higher angular momentum 
h u ~ a i o n s  called a polarization functions to  describe the ciistortio~l that 
occurs as a result of bonding in molecules. The simplest approach to 
obtaining the MO coefficients C is the self-consistent-field (SCF) 
approximation, where each electron is assumed to move in the average 
field of all others. The occupied MOs are consistent with chemical 
intuition: the core orbitals are very atomic-like, and the valence 
orbitals can be classified as bonding orbitals or lone pairs. 

Although insight into the bonding can often be achieved at the 
SCF level, to  achieve accurate energetics it is generally necessary to 
account for the instantaneous interaction between the electro~ls in a 
second step. The energy lowering relative to  the SCF has been 
termed the electron correlation energy. Most solutions to  the 
electron correlation problem also use an expansion technique, where 
the basis functions are antisymmetrized (due to  the fact that 
electrons are fermions) n-fold products of MOs. These n-particle 
fi~nctions are often termed configuration state functions (CSFs). 
The correlation (or n-particle) problem can be solved exactly for a 
given M O  basis if all possible CSFs are included in the expansion- 
an FCI calculation. However, because the n-particle basis set in the 
FCI procedure has a Factorial dependence on the number of 
electrons and MOs, it rapidly becomes computationally intractable. 
Three approximate methods of treating the correlation problem are 
in common use: Moller-Plesset (MP) pem~rbation theory (12), 
coupled cluster (CC) approaches, and CI  approaches. [See (13) for 
a more complete description of computational methods.] All of 
these methods rely on  truncating the CSF expansion. This is 
generally done by restricting the number of M O  replacements (that 
is, single, double, triple, . . . replacements or excitations) relative to  
either the SCF reference or a suitable multireference wave function. 

Because most quantum mechanical solutio~ls involve a double 
basis set expansion, the differences between calculated and accurate 
experimental quantities may arise from limitations in either expan- 
sion. This fact underlies the importance of the FCI method, as for a 
given A 0  basis it represents the exact solution of the correlation 
problem and therefore provides an unambiguous standard with 
which to compare approximate treatments of correlation. Although 
this fact has been realized for some time, it is only recently that FCI 
calculations in which realistic one-particle basis sets are used have 
become possible. The development of highly efficient algorithms (6, 
7) for solving the FCI problem combined with computer architec- 
tures such as the CRAY 2, with its very large central memory and its 
ability to  perform matrix multiplication at nearly 300 MFLOPS, 
increased the size of the FCI problem that could be treated by more 

than an order of magnitude. This permitted a series of benchmark 
calculations (2) not only for total energies but for a wide variety of 
molecular properties. An important conclusion from the benchmark 
studies was that a complete-active-space SCF (CASSCF) calculation 
followed by an MRCI  treatment accurately reproduced the FCI 
results. The CASSCF method can be considered an extension of the 
SCF method, where the most important correlation effects are 
included in the M O  optimization step. This approach defines a 
reference wave function comprising the most important CSFs for 
the MRCI  procedure. In addition, the SCF-based CCSD(T) meth- 
od  and the analogous quadratic CI  [QCISD(T)] method (14) have 
been shown to g o i d  agreement with the FCI, except for cases 
(15) where the system is very multireference in character, such as 
stretched bonds or transition-metal multiple bonds or in regions of 
curve crossings. Thus. the FCI benchmark calculations indicated " 
that most of the discrepancy with experiment in many of the earlier 
calculatio~ls was due to  the tn~ncation of the one-particle basis set 
rather than the n-particle expansion. 

The realization that a significant fraction of the remaining error in 
high-quality ab initio calculatio~ls was due to  the i~lcompleteness of 
the one-particle basis resulted in an impetus (16, 17) to  develop 
i m ~ r o v e d  basis sets. The one- article basis functions (or AOs) are 
cokmonly composed of a lin&r combination of individual ~ a u s s i a n  
functions called primitives. The accuracy of the one-particle basis set 
deoends not oniv on the number and choice of ~rimitives but also 
on  the contraction coefficie~lts that define the transformation from 
primitives to  AOs. The older basis sets were developed at the SCF 
level, whereas the new one-particle sets are designed explicitly for 
correlated calculations. ~ l l e c l a s s  of these has been termed atomic 
natural orbital (ANO) basis sets (16), as the contraction coefficients 
are determined from single and double configuration-interaction 
(SDCI) calculations on atoms (or based on  averaged sets for neutral 
atoms and negative ions) using large primitive sets. Because the 
occupation numbers of the natural orbitals of the SDCI are the 
criterion for including the contraction in the basis set, these sets 
could be systematically expanded t o  approach the one-particle limit. 
Thus, it is possible to  approach the complete CI result (the exact 
result in the nonrelativistic limit and Born-Oppenheimer approxi- 
mation) by carrying out an MRCI  calculatib~l to  account for 
electron correlation in a nearly complete one-particle basis. O n  the 
basis of comparison with FCI calculations in a smaller but realistic 
basis, the MRCI calculation is expected to  account for all important 
valence correlation effects. The assumption of a small coupli~lg 
between the one- and n-particle expansions is generally good for 
properties that depend on  the energy but may be suspect for 
properties such as hyperfine coupling constants (2).  

As an example of FCI benchmark studies, we present in Table 1 
the results of a study (18, 19) of the energy separation between the 
',4, and 3 ~ 1  states in methylene. In the upper portion of the table 
we compare the separations computed by using approximate corre- 
lation methods with the FCI result in a double-zeta plus polarization 
(DZP) quality basis set. The error is very large at t h e S C F  level 
because the state is much better described by one reference 
configuration than is the 'A ,  state. Although the error is signifi- 
cantly less at the SDCI level, the separation is still not within 
chemical accuracy ( = 1  kcal/mol). If an estimate for higher than 
double excitations is made by using either the Davidson's correction 
(Q)  (20) or the coupled pair functional (CPF) method (21), the 
error is reduced to less than 1 kcal/mol. However, the CASSCFI 
MRCI  treatment is in nearly exact agreement with the FCI. Thus, a 
CASSCF/MRCI calculation, in which a nearly complete one-particle 
basis set is used, should produce a separation in excellent agreement 
with the accurate experimental value (22). 

In the lower portion of Table 1 we show the effect of systemati- 
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Table 1 .  Theoretical study o f  ' A , - ~ B ,  separation in C H ,  (kcal/mol). The  
error is the difference from the FCJ value. 

33). Curtiss and Pople (30) calculated the bond energy using the G1 
approach. Their value of 133.5 + 2.3 kcal/mol favored the higher 

Method Separation Error 
- - - 

Calibration of n-particle treatment in a small basis set 
SCF 26.14 14.17 
SCFISDCI 14.63 2.66 
SCFISDCI +Q 12.35 0.38 
CPF 12.42 0.45 
CASSCFIMRCI 11.97 0.00 
FCI 11.97 

Calibration of one-particle treatment at MRCI  level 
[3s 2p ld/2s l p ]  11.33 
[4 3p 2d lfl3s 2p Id] 9.66 
[5s 4p 3d 2f lg/4s 3p 2d] 9.24 
Experiment + theory (T,) 9.28 ( 2 0 . 1 )  

cally expanding the one-particle basis set. (The notation indicates 
the number and type of contracted A N 0  functions on C and H ,  
respectively.) Because the separation decreases with improvement in 
the one-particle basis set, several sets of polarization functions are 
required to  achieve very accurate results. The valence limit is 
estimated to be about 9 . 1  kcal/mol, on  the basis of the convergence 
of the separation with basis set. This value is slightly less than the 
energy separation neglecting zero-point motion (T,) deduced (22) 
from the experimental adiabatic value (To) and the experimental and 
theoretical zero-point corrections. This discrepancy is due mostly to  
the effects of inner-shell ( C  Is) correlation, which has been estimated 
(19) to  increase the separation by 0.35 kcal/mol. 

Unlike the CH, example described above, it is not always possible 
to  investigate the convergence of the one-particle basis set with the 
use of a correlation treatment that accurately reproduces the FCI 
result. Thus, it may be necessary to  add the effect of expanding the 
one-particle basis (at a moderate level of correlation treatment) to 
the result obtained at a high level of correlation treatment in a 
modest-sized basis set. Again we stress that this is often a good 
approximation for total energies, but not necessarily so for molecular 
pkperties. A notable example of this approach is the G2 theory of 
Pople and co-workers (23). [The G2 approach is an improved version 
of the G 1  method (24).] In  the G 2  approach the QCISD(T) method 
is used to solve the n-particle problem-&curately, and M P  methods are 
used to determine the one-particle basis set correction. Large basis set 
calculatio~ls are possible because the MP2 method has been imple- 
mented with an approach that requires little disk space. 

New Problems Solved by Calculations 
C-H bond energies. The value for the C-H bond dissociation 

energy in acetylene, D,(HCCH-H), is controversial, primarily be- 
cause of several disparate experimental values (25-29). Before 1989, 
kinetics experiments (25) gave a value between 124  and 127 
kcal/mol, while the photodissociation a ~ l d  photoionization experi- 
ments of Lee and co-workers (26) gave a value of about 132 
kcal/mol. In 1989, the photodissociation experiments of Segall et 01. 
(27) were interpreted in terms of a bond energy of 127  + 1.5 
kcal/mol, and the Stark anticrossing spectroscopy experiment of 
Green et al. (28) was interpreted as showing an upper bound of 
126.647 kcal/mol. However, these values were inconsistent with 
another highly accurate measurement of 131.3 + 0 .7  kcal/mol by 
Ervin et al. (29), who used the techniques of negative-ion photo- 
electron spectroscopy and gas-phase proton transfer kinetics. 

Because current theoretical methods are capable of computing 
G H  bond dissociation energies to  an accuracy of about 1 kcallmol, 
attempts were made to resolve this controversy theoretically (30- 

experimental values, but the uncertainties (due to  limitations ill  the 
empirical corrections inherent in the G 1  method) precluded a 
definitive resolution. More recently, several additional theoretical 
studies have been performed. ~alculations by Bauschlicher et al. 
(31), using the CPF and CASSCF/MRCI approaches and extensive 
one-particle basis sets, gave a D o  value of 130.1 + 1.0 kcal/mol, 
where the error bars represent 90% confidence limits. The theoret- 
ical cdculatio~ls of Montgomery and Petersson (32) used the 
QCISD(T) method. As in the tu.0 other theoretical studies, they 
were able to  estimate the remaining errors in the one-particle basis 
set. Their value of 131.54 kcalimol (with an estimated error of 0.51 
kcal/mol based on  the root-mean-square error in the bond energies 
of other molecules) is in excellent agreement with the theoretical 
value of Bauschlicher et al. (31). 

Because the heats of formation of C,H, and C, are well known, 
the C-H bond dissociation energy of acetylene can be deduced from 
an accurate C-H dissociation energy of C,H. We determined (34) 
the C-H energy in C,H to be 112.4 + 2.0 kcal/mol, in excellent 
agreement with the very recent experimental value (35) of 112.0 +- 
0.8 kcal/mol. The sum of our C-H bond energies for C,H, and 
C,H is in excellent agreement with the difference in the-heats of 
formation of C, and C,H,. Thus the theoretical calculations rule 
out the lower experimental determinations of the C-H bond 
dissociatio~l energy of acetylene. This work is presently being 
extended to the G H  bond energies of other hydrocarbons in order 
to  improve the thermodynamic basis of combustio~l models. 

Vibrational-frequencies cf O.,. Another area where quantum me- 
chanical calculatio~ls have made great progress in the past few years 
has been in the calculation of vibrational frequencies of polyatomic 
molecules (36). Because the changes in the molecule with a bond 
stretch or bend are much smaller than for bond breaking, quantita- 
tive results are often obtained even at the SCF level. This is 
significant as efficient codes are available to determine analytically 
the first, second, and third derivatives of the energy with respect to  
nuclear motion (37). However, to  obtain good agreement with the 
experimental frequencies, it is necessary to  account for both corre- 
lation and anharmonicity effects. We illustrate the current state of 
the art in this area by reviewing work on the 0, molecule (38), 
which is challenging theoretically because of the biradical character 
of the 'A, ground state. 

The vibrational levels of 0, are poorly described at low levels of 
theory, resulting in an incorrect brdering of the symmetric and 
antisymmetric stretching frequencies in many cases. Although the 
CASSCF method provides the correct ordering and reasonably 
good frequencies, the subsequent MRCI  calculatio~l is prohibitively 
expensive in a high-quality one-particle basis set. However, the 
single reference-based CCSD(T) method gives remarkably good 
agreement with experiment (39). The CCSD(T) geometry agrees 
with experiment to  within 0.001 A and 0.3". The computed 
fundamental vibrational frequencies v are in error by only 2 cm-' 
for the symmetric stretch and bend. Even the antisymmetric stretch, 
which has eluded quantitative theoretical treatment, is in error by 
only 6 7  cm- l. The theoretical (experimental) values are: u ,  (a ,) 7 
1105(1103), v,(a,) = 699(701), and v,(b,) = 975(1042) c m  . 
Because the CCSD approach without the perturbational estimate of 
the triple excitatio~ls has errors that are 200 cm-' larger, the triples 
estimate must be included for accurate results. Because CCSD(T) 
analytic derivatives are available (40), we expect this method to have 
great utility for many other molecular systems. 

The Lewis-Raylekh ajerglow and the Hermann itlfrared system ofN,. 
The Lewis-Rayleigh afterglow of N, is known to occur through a 
three-body recombi~latio~l of ground-state N atoms followed by 
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collisional energy transfer. Because most of the emission originates 
h m  the first positive bands (B31& - A3X; and the B31& state does 
not dissociate to ground-state atoms, a precursor state must be 
involved. In the 1950s two theories were proposed with respect to 
the identity of the precursor state. T ~ ~ A ' ~ X .  state was proposed to 
be the precursor of the Lewis-Rayleigh afterglow in the theory of 
Berkowia, Chupka, and Kistiakowsky (41). This theory was criti- 
cized by Campbell and Thrust (42) on the basis that theAf5X. state 
was too shallow to support an appreciable steady-state population 
based on the then-accepted value (43) of 850 an-' fbr the well depth. 
They invoked instead the A3Xz state as the precursor. However, on 
the basis of MRCI calculations in an extended one-partide basis set, 
we computed (44) a Af5X; potential with a well depth of 3450 an-', 
a barrier to dissociation of about 500 an-', and a van der Waals 
minimum of about 47 an-'. The larger well depth removes the 
objection to Af5X; as the pmmmx state fbr the &erglow. 

Kumar and Kumar (45) have studied the relative vibrational 
intensities of the first positive system in the afterglow spectra of N, 
in the range h m  1900 to 8000 A at 77 and 300 K. As the 
temperature is lowered h m  300 to 77 K, the overall intensity of the 
bands increases and there is a shift in the relative intensities with the 
maximum emission occuning h m  the v' = 12 instead ofthe v' = 
11 level of the B31& state. As the temperature is further decreased to 
that of liquid helium, the afterglow occurs primarily h m  only the 
v' = 6 level (46). Figure 1 shows the B31&, A3&+, and A"X. 
potential curves and their vibrational levels in the region of interest. 
The states are colored to facilitate distinguishing the vibrational 
energy levels. We were able to use these potentials to explain the 
variation in the emission h m  the B31& state as a function of 
temperature. At 300 K the maximum intensity originates h m  the 
v' = 11 level, because theAf52+ state is vibrationally relaxed before 

J8 intersystem crossing to the B I& state, and the lowest vibrational 
level of theAf5X. state most efKciently crosses to the v' = 11 level 
of the B311, state. At 77 K, an outer van der Waals w d  in the A' 
state (not shown in Fig. 1) allows for tunneling to the higher 
vibrational levels ofthe inner well of theAf5X. state. Because there 
are fewer collisions at this temptrature, intersystem crossing to the 
v' = 12 level of the B31& state is more rapid than collisional 
relaxation, causing the maximum intensity in the B311, state emis- 
sion to increase h m  v' = 11 to v' = 12. At 4 K the barrier in the 
A' state leads to a cutoff in the emission h m  v' = 10 to 12. 
However, the Af5X: state has no barrier and therefore it can 
populate the B311, state even at 4 K. TheAf5X; and B31& potential 
curvescross a tv  = 16intheAf5Xz stateandv' = 6 intheB311, 
state, thereby giving a maximum in emission fbr the v' = 6 level of 
the B31& state at 4 K. The barrier in the Af5X. state yields a 
quasi-bound level that allows intersystem crossing to v' = 13 ofthe 
B311, state, thus explaining why this level has the same population 
me&anim as v' = 12, even though v' = 13 is above the 
dissociation limit. 

The Hermann infrared system (HIR) ofN2 observed (47) in the 
region h m  700 to 970 nm had eluded assignment for nearly 40 
years. Carroll and Sayers (48) were able to determine that the HIR 
bands result h m  either a mplet or quintet transition. Furthermore, 
h m  the work of Nadler et al. (49) it was known that the HIR 
system is readily generated by the energy pooling reaction between 
metastable N,(A'~X:) molecules, which demands that the upper 
state be less than 12.02 eV above the ground state. In addition, 
positions of fbur vibrational levels of the upper and five of the lower 
state were known. This later fact precluded assigningAf5X; as the 
lower state of the transition, because it was inconsistent with a well 
depth of only 850 un-'. However, our recent theoretical AI5X; 
state potential produced vibrational spacings in excellent agreement 
with the observed ones. Given this fact, it was straightforward to 

assign (44) the HIR band system to the cW5II, +A"X; transition. 
Recently this assignment has been confirmed spectmsmpically by 
Huber and Vervlaet (50). 

This example demonstrates that theory is capable of assigning and 
predicting new band systems. Theoretical calculations fbr band 
strengths and radiative lifetimes are also approaching quantitative 
accuracy. For example, calculations (51) fbr the radiative lifetime of 
the OH ultraviolet system are accurate to 596, which is d c i e n t  to . . .  
dmmmmate between conflicting experimental determktions. Fur- 
ther examples of the utility of theory for predicting spectra of both 
diatomic and polyatomic molecules can be found in a recent review 
article (52). 

Ide@$aation of the ground state $All2 and Si,. Until recently the 
ground state of Al, was not known. The three states, 3Xg, 31z, and 
'X., that dissodate to the 2P(3?3p') ground state of Al atom were 
all proposed as candidates. Although qualitative theoretical calcula- 
tions (53) were able to d u d e  the 'X; state, the two mplet states 
were too dose in energy to definitively assign the ground state. 
However, we used extensive MRCI calculations (54) calibrated 
against FCI benchmarks and extensive one-partide basis set calibra- 
tions to predict a 34, ground state, despite a A3X.-x311,, separa- 
tion of only 174 an-'. This is remarkable considering that 10 years 
ago a computed separation of 1000 an-' would not have been 
considered definitive. Recent experiments (55, 56) have confirmed 
that A& has a 311,, ground state, but theA3X. excitation energy has 
not yet been measured. 

Another important molecule for which the ground state was not 
known until recently is Si,. Although valence isaelectronic with C,, 
which has a '2. ground state, the much weaker multiple bonding in 
Si, precludes a 'X,+ ground state. Instead, by analogy with Al,, the 

Flg. 1. Potential energy curves and vibrational levels for the A3Z,+, AP52+, 
and B311, states of N2 drawn in blue, green, and red, respectively. l%c 
vibrational levels of the B311, state arc calculated using the Wcntzcl-Kramcrs- 
Brillouin formalism and the~'~2: levels ace the quantum mechanical values 
from tabk WI of (44). 
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