
ing the STDs, both models predicted that 
this would have little effect on the spread of 
AIDS, although that doesn't mean that 
STDs aren't important. Indeed, both mod- 
els suggested that if the STDs could be 
wiped out there would essentially be no 
AIDS epidemic in the developing countries. 
But when the models take into account 
some gloomy realities-for example, many 
people who have STDs don't get severe 
symptoms and don't seek treatment-they 
predict that ordinary treatment programs 
may not help much against AIDS. 

While the early model comparisons are 
encouraging, it's too soon to say whether 
they will help resolve the larger philosophical 
debate: How should models be used in set- 
ting public policy? Some, like WHO'S Chin, 
argue vehemently that modelers ought to be 
very sure of their science before they take 
their programs abroad, because everyone's 
credibility will be undermined if the results 
change whenever a new data point comes in. 

But pragmatists such as Melinda Moore, 
deputy director of the International Health 
Program Office of the Centers for Disease 
Control, say the modelers can't afford to  
wait for perfect simulations. Moore argues 
that the models are good enough to serve as 
general guides, even if they don't give pre- 
cise long-term projections. "With or with- 
out data, with or without models, people 
are going to  make decisions based on what's 
in their heads," she asserts. "Why not have 
models as an additional guide to intuition?" 

Indeed, many health officials in develop- 
ing countries are seeking any possible aid for 
convincing the powers-that-be to  adopt pre- 
ventive strategies. And they think that 
razzle-dazzle computer programs can help. 
"If you go before a decision maker with a 
personal computer and make a demonstra- 
tion, that gives much credibility to  what you 
are saying," explains Kasela Pala Mambwe 
of the international AIDS program in 
Kinshasa, Zaire. 

The sad truth may be, however, that even 
the razzle-dazzle isn't necessarily enough. 
Some AIDS watchers fear that Museveni 
may recant his conversion. In his public re- 
marks at the Seventh International Confer- 
ence on AIDS, held in Florence in June, the 
Ugandan president gave only lukewarm sup- 
port to condom use. Then again, Uganda's 
first promotional condom campaign, which 
was planned long before Museveni saw the 
computer go through its paces, hit radio, 
television, and pharmacies about a month 
ago. "Be wise," the ads urge. "Always wear 
Protector condoms." Perhaps the ads will give 
modelers some novel real-world data against 
which to check their results, as well as en- 
couraging Museveni to keep up his support 
for condom use. w ELIZABETH CULOTTA 

The Education of 
Silicon Linguists 
By cramming translatingprograms full of facts, researchers 
teach them to "understand" the texts they translate 

TRY TRANSLATING THE VERB "HIT" INTO 

Spanish: you can choose chocar, golpear, 
acertar, or  about 30 other verbs. But most 
of the possibilities are a world of difference 
apart. Hit someone in the nose and the verb 
is golpear; drive a car into a tree and it's 
chocar. Likewise, the Spanish verb comer 
can be translated as "to eat," "to capture," 
or  "to overlook." The choice you make 
hinges on your understanding of the word's 
context. Thus the paradox facing computer 
scientists struggling to  build electronic 
translators that can match your average 
United Nations multilinguist: If accurate 
language translation requires understand- 
ing, how can an unthinking computer do  it? 

Although computers are n o  more 
thoughtful than they ever were, researchers 
at several universities seem to be on the 
homestretch in the long quest for a system 
that could "understand" a document and 
translate it accurately. At Carnegie-Mellon 
University, for example, a computer transla- 
tor is spitting out perfect translations of 
television repair manuals in a matter of min- 
utes, moving adroitly among English, Japa- 
nese, German, Spanish, and French. And at 
New Mexico State University and the Uni- 
versity of Southern California (USC), com- 
puter translation systems are gearing up to 
tackle computer operation manuals. 

No one is boasting a program that can 
translate James Joyce's Ulysses-to say 
nothing ofFinnegans Wake. But these more 
mundane demonstrations still reflect major 
programming advances, which are enabling 
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computers to  store and manipulate a vast 
array of knowledge about the realities be- 
hind word usage. Says Yorick Wilks, head of 
the Computing Research Laboratory at New 
Mexico state: "Things are starting to  hap- 
pen now." Adds Charles Wayne, a program 
manager for the Defense Advanced Research 
Projects Agency (DARPA), which will be- 
gin pumping $1 million into machine trans- 
lation research in September: "There's a 
perception that the field is poised to see 
some major advances." 

That would represent a sea change in 
what had been, in recent years, a somewhat 
moldering field. Scientists first experimented 
with machine translation in the late 1940s. 
And there was lots of excited discussion of 
its promise in the 1970s, culminating in the 
introduction of several commercial systems. 
But by the early 1980s, says Eduard Hovy, 
who heads the machine translation effort at 
USC's Information Sciences Institute, the 
field "had died almost a complete death." 

On the plus side was the track record of 
commercial translating systems that, accord- 
ing to Jaime Carbonell, director of the Cen- 
ter for Machine Translation at Carnegie- 
Mellon, have been able to trim millions of 
dollars from the $30 billion that Carbonell 
estimates governments and industries spend 
each year translating technical documents. 
But those systems are essentially dictionaries 
on a computer: insensitive to context, they 
stumble over synonyms and idiomatic ex- 
pressions, picking the wrong word anywhere 
from 10% to 50% of the time, says Carbonell. 

Ihow-Nothing Trans1 J 
LV'hile many machine-translation rcscnrchcrs arc stuffin? r n c ~ r  computers with know 
Peter Rro\vn tist at IR :arch Cen 
Yorktonrn Ht s t~ t f ing  hi' iillions of 
\~,ortll of thc t's Enslist I decidedl! 
kno~i~leclse tack, I < r ~ \ \ ~ n  has programmed the computer t o  comp~le stat~stlcs describi~., ,.., 
relation of tvords in the nvo languages. Given any ne\v French or  E n ~ l i s h  test, the 
computer nil1 then he able t o  refer to  its vast statistical tables and spit out  the most 
probable translation-an approach Rro\vn thinks may yield sen.iceahle machine transla- 
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per articles from 
supply the contextual knowledge whenever i 
stumbles during a translation. "It's impos 
sible to predict anything about it." 

And some experts in traditional, d ido  

seem straightforward. SOURCE 
Running on several 
computer worksta- 
tions, Carnegie-Mel- 
Ion's system parses each sen- USER 

tence in the starting text, then sends 
The DARPA project may tell who's right 

The three participating unive~sities will ofk 
up complementary expertise: Wllks' group a 
New Mexico State will work on buildin1 
vocabularies and parsing sentences; Car 
bonell's group at Carnegie-Mellon will con 
centrate on the concept lexicons; and Hovy' 
team at USC will develop routines for deu 
phering Interlingua into the target language 

DARPA will be keeping a close watch 01 

the research's progress. And the techdquj 
it will use is one that is all too familiar tc 
language students: According to Wayne, th 
evolving Pangloss program will sit fbr test 
not so &rent b m  the reading compre 
hension section of the high school SAT tesl 
Wayne is hoping for good performance, bu 
he's fat. from Panglossian. "Ifwe can do we. 
with either German or Spanish," he say 
"we'll be happy." w RICHARD S T ~ N  
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