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Why Gases Dissolve in Liquids 

The thermodynamics and statistical mechanics of solubil- 
ity are fairly well understood. It is still very difiicult, 
however, to make quantitative predictions of solubility 
for real systems from first principles. The purposes of this 
article are to present the results of solubility experiments 
in some prototype solute-solvent systems, to show how 
far they may be understood from molecular first princi- 
ples, and to discuss some of the things that are still 
missing. The main systems used as examples have the 
inert gas xenon as solute and some simple organic liquids 
as solvents. 

A LL GASES DISSOLVE I N  ALL LIQUIDS, BUT THE ACTUAL 
solubilities range over many orders of magnitude. For inert 
gases at room temperature, for example, the solubility of Xe 

in n-octane, a common hydrocarbon liquid, is 470 times that of He 
in water. Gas solubility can vary much more for complex solutes and 
solvents. As an example, the solubility of the anesthetic gas 
halothane in olive oil is more than lo6 times the solubility of 
common gases in liquid mercury. 

Can the solubilities of gases in liquids be quantitatively under- 
stood from molecular first principles? The question can be general- 
ized with the help of the Gibbs phase rule, according to which 
systems such as these with two components and two phases have 
two degrees of freedom, such as temperature and pressure. There- 
fore, the question may be enlarged to include: Can the temperature 
and pressure dependence of these solubilities be understood from 
molecular first principles? 

The author is in the Depamnent of Physics and Astronomy, Michigan State University, 
East Lansing, MI 48824. 

One purpose of this aiticle is to discuss how far we can g?, using 
current experiments and modern theory, in answering these ques- 
tions. Also discussed with the same ideas are some applications of 
solubility. Finally, there are some suggestions of what natural next 
steps would advance our understanding of the subject. 

Solubility is an old subject, although most of the early interest was 
in solubility of solids in water, which is still an important area of 
research and applications. Aristotle knew that evaporation of seawa- 
ter would recover dissolved salts, and there are records of a 
systematic study by Pliny the Elder of the relative solubilities of 
manv solids in water. 

Early quantitative measurements of the solubility of gases, a more 
difficult measurement, were made by William Henry ( I ) ,  as well as 
by Cavendish, Priestley, and others. ~ e n r ~  studied the pressure and 
temperature dependence of air, Hz, N,, O,, and other gases in 
water. He discovered, among other things, that 0, is more soluble 
than N, in water. This is an early example of the principle that is the 
basis of preferential extraction of one gas from a mixture of gases by 
use of a solvent. Since that time, the subject has .been actively studied 
because of its fundamental interest and applications. More recently, 
extensive contributions to understanding gas solubility have been 
made by Hildebrand and his co-workers and by many others (2, 3).  
~ e v i e w  articles give comprehensive discussions-of thi subject as well 
as results for many solute-gas, solvent-liquid systems (4, 5 ) .  

Ostwald solubility (L) is an especially useful and also intuitive 
measure of gas solubility (6). It is defined as the ratio of the 
concentration of gas molecules dissolved at equilibrium in the liquid 
solvent to their concentration in the gas phase. In other words, L is 
the ratio: (moles of solute per liter of solution)/(moles of solute per 
liter of gas). We then can write 

where p is the number density and subscripts 1 and 2 stand for, 
respectively, solvent and solute. 
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Figure 1 is a schematic representation of Ostwald solubility for Xe 
gas in two solvents. Ostwald solubility depends on temperature, that 
is, L = L(T). However, at low pressures, up to a few atmospheres, 
it usually does not depend sensitively on pressure; that is a conse- 
quence of Henry's law (1). In this article I shall discuss mainly 
temperature dependence of solubility. Pressure dependence is an 
important large subject of its own (7, 8). 

Figure 2 shows the temperature dependence of solubility for some 
nonreacting gases in water and in n-octane. Figure 2A shows that 
for 0, and Xe in water the solubilities decrease as the temperature 
increases; this is the behavior we normally expect. Moreover, the 
solubilities of Ar and H, in n-octane increase as temperature 
increases (Fig. 2A), a somewhat counterintuitive behavior. For the 
four gas-water systems shown in Fig. 2B, L(T) has a minimum, that 
is, it decreases and then increases. We shall see later how these 
behaviors depend on microscopic quantities. 

Some representative values of Ostwald and mole fraction solubil- 
ities are shown in Tables 1 and 2. The mole fraction solubilities (x,) 
refer to the fraction of solute dissolved in the solvents in equilibrium 
with a partial pressure of 1 atm of solute gas. I t  is clear from these 
tables that L can be greater or less than one. Mole fraction 
solubilities are by definition less than one. However, for nonreacting 
gases they are generally much less than one. The logarithm of L is 
related to the work required to put a solute molecule into the 
solvent. The consequences of this relation are discussed below. 

Applications 
In this section I briefly discuss some, eclectically chosen but 

representative, applications of gas solubility. Several of these depend 
on the property that nonpolar, nonreacting gases tend to concen- 
trate in nonpolar liquids such as hydrocarbons, their derivatives, and 
oils, compared to water and aqueous solutions. 

The volume partition coefficient, or relative solubility, of Xe 
between n-octane and water at 20°C is 37 (Fig. 1). Other simple 
solute gases behave in a similar way, that is, their equilibrium 
concentrations in nonpolar solvents are higher, sometimes much 
higher, than in water. Thus, for example, at 25°C: L(N2 in 
octane)/L(N2 in water) = 12, L ( 0 2  in octane)/L(O, in wa- 
ter) = 10, L(H, in octane)/L(H, in water) = 5.4, and L(He in 
octane)/L(He in water) = 3.8 (5, 9). The logarithm of these ratios 
of Ostwald solubilities is a measure, at fixed temperature, of what is 
called the excess chemical potential difference between atoms dis- 
solved in the two solvents. This quantity will be discussed later. A 
rough general rule is that, as the solute becomes smaller and less 
polarizable (say, in the direction Xe to He), its solubility in liquids 
decreases. The partition coefficient between nonpolar and polar 
liquids also decreases but remains greater than one. 

Table 1. Some representative Ostwald and mole fraction solub~lities of 
noninteracting gases in water and in n-octane. The mole fraction solubility 
x2 is the equilibrium mole fraction of solute in the solution, x2 = 
pg (p: + p;), at 1 atm partial pressure of solute gas. Data are from (5, 9). 

Solubility Osnvald 
system (solute solubility 

in solvent) L(2O.O0C) 

Mole fraction 
solubility 

x2(2O.O0C) 

He in water 
Ar in water 
Xe in water 
Hz in n-octane 
Ar in n-octane 
Xe in n-octane 

Fig. 1. Schematic repre- 
sentation of the solubili- 
ty of Xe gas in equal 
volumes of n-octane and 
water at 20°C. Each x 
represents an arbitrary 
number of Xe atoms. For 
Xe in n-octane, a repre- 
sentative nonmlar hv- 
drocarbon liiuid, &e 
Osnvald solubiity L- 
(20°C) = 4.36 (24), and 
for Xe in waterL(2O0C) = . , 

0.118 (5). Hence, the 
number densities are re- 
lated by : p x y  = 4.36 
pE, and p z y  = 0.118 
pE. The solubility of Xe 
in olive oil, a representative biological oil, is L(20°C) = 2.0 (10). 

Xenon 
gas 

Liquid 
octane 

Water 

Nuclear medicine. Preferential solubility of inert gases in nonpolar 
solvents is applied in nuclear medicine to monitor blood flow to the 
brain. The principle is that a known amount of 133Xe, a garnma- 
emitting radioisotope, is introduced into blood flowing into the 
brain. Because Xe molecules are nonpolar, they dif ise preferentially 
from blood plasma, which may be considered an aqueous solution, 
into lipid tissues in the brain, which may be considered a nonpolar 
solvent, and concentrate there. This buildup of 133Xe is washed out 
by the subsequent inflow of fresh blood, which initially has no 
dissolved Xe. From the time course of the emitted radiation intensity 
for such washin and washout curves, one gets a measure of 
perfusion. 

Gaseous anesthetics. I t  has been known for a long time that the 
solubility of gases in oils is closely correlated with anesthetic 
potency. Olive oil is commonly used in such studies as a prototype 
for biological oils and lipids (10). Figure 3 shows a plot of 
solubilities for seven gases in olive oil and in water as ordinate versus 
pressures needed to maintain anesthesia as abscissa. For these seven 
gases the correlation with solubility in water, approximately P a 

L-', is about as good as the correlation with solubility in olive oil, 
approximately P a L-l. The relative solubilities do show that inert 
anesthetic gases will concentrate in lipid-rich regions such as cell 
membranes. However, from this consideration alone one cannot 
construct a detailed theory of the mechanism of anesthesia, because 
anesthetic pressures also correlate with several other molecular 
properties of gases. A lot of work has been aimed at finding the 
primary sites of action of anesthetic gases (1 1, 12). 

Deep-sea diving. Solubility of inert gases in body tissues is also 
important for understanding decompression sickness and inert gas 

m :::: Y r  in ' ' 0 2  

0.20 - Xe in water 0.020 
4 H, in water/ 

N, in water 

Temperature ("C) Temperature ("C) 

Fig. 2. (A and B) Temperahre dependence of Ostwald solubility for some 
nonreacting gases in n-octane (9) and in water (5). 
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Table 2. Ostwald solubilities for 0, and the anesthetic gases halothane 
(C,HBrClF,) and teflurane (C,HBrF,) in water, blood, and olive oil (5, 
10, 45) and for Kr in liquid metals (46). 

System 

0, in water 
0, in blood 
0, in olive oil 

Teflurane in water 
Teflurane in blood 
Teflurane in olive oil 
Halothane in water 
Halothane in blood 
Halothane in olive oil 
Kc in liquid cadmium 
Kr in liquid lead 

Ostwald solubility 

L(37.0°C) = 0.0272 
L(37.0°C) = 0.0261 
L(37.0°C) = 0.133 

L(37.OoC) = 0.32 
L(37.0°C) = 0.60 
L(37.0°C) = 29 
L(37.0°C) = 0.81 
L(37.0°C) = 2.5 
L(37.OoC) = 220 

L(1100"C) = 1.5 x 
L(900°C) = 1.3 X 

narcosis, two important problems in deep-sea diving (13). The gas 
that a diver breathes is a mixture of 0, and inert gas, usually N, or 
He. Because the total gas pressure must equal the ambient pressure 
at depth, which can be several or even many atmospheres, and the 
partial pressure of 0, must be kept low to prevent O2 toxicity, the 
breathing mixture generally consists mainly of inert gas. During a 
dive these inert gases dissolve under pressure in all tissues of the 
body, aqueous, fatty, and so forth, so that to avoid decompression 
sickness the gases must be safely expelled before the diver returns to 
atmospheric pressure. Gas solubility and difision are among the 
variables that control the rates at which gas concentrations are built 
up, distributed, and removed in the tissues. The molecular basis of 
these properties can be used to optimize decompression procedures 
and other aspects of diving practice. 

Nuclear reactor cleanup. Radioactive inert gases are important 
fission products of U and are emitted from nuclear power plants 
during normal operation and, in much larger amounts, during 
reactor accidents (14, 15). Probably the two most important of these 

0.10 1 .o 10 100 200 

Anesthetic pressure, P (atm) 

Fig. 3. Ostwald solubilities (ordinate) of seven anesthetic gases plotted 
against their anesthetic pressures (abscissa): A, Ar; +, CH,; A, c-C,H,; 7, 
Kr; 0, N,; H, Ne; X, Xe. Upper and lower data points are for gas solubility 
in olive oil (10) and water (5 ) ,  respectively. Pressures are approximately 
those needed for maintenance of anesthesia in a person or animal (4244). 
For these solvents linear regression applied to the logarithms of both 
variables gives the equations: P L ~ . ~ ~  = 2.06 and P L'.~' = 0.0113, where 
L is measured at 25°C and P is in atmospheres. For these gases anesthetic 
pressures are inversely proportional to the solubilities in olive oil and 
inversely proportional to the square of the solubilities in water. 

gases are 133Xe (half-life, 5.25 days) and "Kr (half-life, 10.8 years), 
which are, respectively, 6.6% and 0.3% of the fission products of 
235U. Because of their volatility and nonreactivity, it is difficult to 
trap these gases chemically or in filters. However, if the gases are 
mixed with air in a contained volume, then one can separate and 
isolate them by use of preferential solubility techniques. 

Such a technique has been developed at Oak Ridge National 
Laboratories and proposed for use in the cleanup of the nuclear 
reactor accident of 1979 at Three Mile Island (TMI-2). As a result 
of that accident, the reactor's containment building, whose volume 
is about 5.7 x lo7 liters, was contaminated with about 57,000 Ci of 
"Kr, or about 1.7 mol or 38 liters (standard temperature and 
pressure). In order to have safe access to the reactor, it was necessary 
to remove the radioactive gas from the much larger volume of air 
with which it was mixed, or to get rid of the radioactive gas some 
other way. The principle of the technique is to use the preferential 
solubility of Kr, compared to air, in the slightly polar liquid 
Freon-12 (CCl,F,) at -31°C, just below its boiling point. Under 
this condition, Kr is about six times as soluble as N, and three times 
as soluble as 0, in Freon-12. It is possible to separate the radioactive 
gas with good efficiency, by iteratively passing the contaminated 
reactor atmosphere through a column of flowing liquid Freon. 
Although in the actual event of the TMI-2 cleanup this technique 
was not used, but rather the *'Kr was vented to the atmosphere 
through a high stack, yet it remains potentially valuable for future 
applications. 

Blood substitutes and oxygen carriers. One important direction in the 
development of blood substitutes is use of droplets of perfluoro- 
chemicals, carried in a suitable aqueous ionic solution, to transport 
molecules to and from tissues in living systems (16). Gas molecules, 
in this case 0,, concentrate in these nonpolar liquids (17), as we 
have seen. One may therefore picture a gas-carrying blood substitute 
as a rearrangement of Fig. 1, in which the nonpolar liquid occupies 
about 20 to 25% of the volume and is distributed throughout the 
aqueous phase in the form of emulsified spheres about 0.1 Km in 
diameter. 

It is not difficult to calculate the total amount of gas carried by this 
liquid. If L, is the Ostwald solubility of a gas in the perfluorochem- 
ical, a, is the fraction of the total liquid volume occupied by 
perfluorochemical, and LA and a, are the corresponding quantities 
for the aqueous phase, then the Ostwald solubility for the mixture is: 
L,,,, = L,a, + LA%. We have neglected the effect of the emulsi- 
fier molecules, which typically are about 3% of the volume. 

A molecular understanding of gas solubility in liquids may make 
it possible to design a blood substitute with controlled gas transport, 
viscosity, body retention, and other properties. These can then be 
optimized for use in organ preservation, studies of fluid dynamics of 
circulation, or for whole body circulation. 

The subject of hydrophobic interactions (18) may be investigated 
by gas solubility measurements in biological aqueous solutions. One 
can also use solubility techniques, for example, with Kirkwood-Buff 
theory, to study interactions between gas molecules and amino acids 
or other biological molecules (19). 

Statistical Mechanics of Solubility 
When a liquid surface is exposed to a solute gas, gas molecules 

enter the liquid until the equilibrium number density &, which 
corresponds to L(T),  is reached. This equilibrium is characterized in 
thermodynamics and statistical mechanics by the condition that the 
chemical potential for the solute is the same throughout the system. 
Thus, in Fig. 1, pEe = P;;',~~"' = p;:'", where p is the chemical 
potential. Microscopically one pictures gas molecules impinging on 
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the interface, at first only from above and then from below also, until 
the fluxes into and out of the liquid are equal. An understanding of 
the solution process requires both energetic and probabilistic con- 
siderations. For example, an impinging solute molecule cannot in 
general displace a solvent molecule into the vapor, in other words, it 
cannot dig its own hole, because its kinetic energy is not large 
enough. This is so because at room temperature the energy required 
to remove a molecule from a'typical solvent, about 0.7 eV for octane 
and 0.9 eV for water, is about 30 times the kinetic energy, about 
0.026 eV, of a monatomic gas molecule. The conversions from these 
molecular units to molar units are as follows: 1 eV per molecule 
equals 96,500 J per mol or 23,100 cal per mol. Part of the solution 
process is that solute molecules enter the liquid surface at micro- 
scopic cavities [whose probability of occurrence is proportional to 
exp(- W/kT), where W is the reversible work required to make the 
cavity and k is the Bolttmann constant] and then diffise or are 
stirred into the bulk liquid. 

The formal statistical mechanical treatment of gas-liquid solubility 
(20) consists of calculating the chemical potentials for solute mole- 
cules in the gas (& and in the solvent phases (p;) from partition 
functions, which take into account all the relevant energetic and 
probabilistic factors. The results are: 

and 

In Eqs. 2 and 3, p stands for the solute number density in, 
respectively, gas and solvent, and A is the de Broglie thermal 
wavelength, which comes from the kinetic energy part of the 
partition functions. The contribution of the solute's internal parti- 
tion function has been omitted in Eqs. 2 and 3. This is a good 
approximation for monatomic and other simple solute gases such as 
those discussed here. For more complex polyatomic solutes, how- 
ever, the internal partition functions must be included (20). Equa- 
tion 2 and the first term on the right side of Eq. 3 are for an ideal 
case where there are no solute-solvent or solvent-solvent interac- 
tions. But the term p*, called the excess chemical potential, comes 
from the potential energy of solute-solvent and solvent-solvent 
interactions, which are always present in real solubility problems. In 
order to connect statistical mechanics with the measurable quantity 
L of Eq. 1, we apply the equilibrium condition ~5 = CLz to Eqs. 2 
and 3 to obtain: 

For convenience in later discussions, Eq. 4 is written in molar rather 
than molecular terms, where R = NAk is the gas constant in units of 
joules per mole-kelvin or calories per mole-kelvin. 

From its origin in the potential energy part of the partition 
function, one can interpret the excess chemical potential as the 
Gibbs free energy required to take one mole of solute atoms from 
fixed positions in the solute and bring them to fixed positions in the 
solvent (20). With the help of Eq. 4 we can now give a partial 
answer to the question implied by the title of this article. Gases 
dissolve in liquids because the reversible work pX/NA required to 
insert a gas molecule into a liquid is finite; and the smaller p*, the 
larger the solubility. Sometimes, as for nonpolar gases in nonpolar 
liquids, p* .is negative so that L is greater than one (4). However, 
even when p* is positive and large compared to RT, as for nonpolar 
noninteracting gases in water, gas dissolves in the solvent. In that 
case L is much less than one (5) .  

A general approach to predicting solubilities is to calculate p* for 
a particular postulated solubility mechanism, and obtain L from Eq. 

4. Probably the most commonly used mechanism, and the principal 
one we shall consider, consists of two processes: First, make in the 
solvent a cavity just large enough to fit a solute molecule; the Gibbs 
free energy associated with this process is calledg,,. Second, put a 
solute molecule into the cavity and consider it to interact with the 
surrounding solvent molecules; the associated Gibbs free energy is 
gin,. One then has: 

This mechanism has the analytical advantage that it considers the 
solute-solvent interaction in two parts. The first process 
treats the short-range repulsive part of the potential, and thesecond 
process involves the rest of the potential, the attractive, long-range, 
soft part (21, 22). 

One can gain some insight from Eq. 5 into why many nonreacting 
gases are much less soluble in water than in nonpolar liquids. In 
general for model calculations, g,, > 0, gin, < 0, and the cavity 
energies in water are indeed much larger than in nonpolar liquids. 
Thus one can argue that gases are generally more soluble in D 2 0  
than in H 2 0  because g,,, is smaller in D20 ,  because it has a 
somewhat more open structure than H 2 0 .  In the same way, the 
large solubility o f - c ~ ,  in water is partly a result of a large and 
negativeg,,,, and so forth. However, such intuitive arguments must 
be used with caution because entropic contributions to the Gibbs 
free energies are important and often difficult to calculate or even to 
estimate. 

Even for an ideal gas, where there are no attractive forces, the 
contribution of entropy is large and hard to understand intuitively. 
Thus, if one applies Eq. 2 to Xe gas at 20°C and 1 aun, as in Fig. 1, 
then one obtains for the chemical potential p5 = - 17.9 k T  (-0.45 
eV per molecule). Since p = g = u + P v  - Ts, the entropic contri- 
bution to p is -Ts. It can be obtained with the Sackur-Tetrode 
equation (23), as -20.4 k T  for this case, so that it dominates the 
reversible work. The rest of p, the enthalpic contribution 
h = u + Pv,  is just 2.5 kT. 

Some more insight into solubility comes from restating Eq. 5, in 
thermodynamic terms. If V2 is the partial molar volume of solute in 
the solvent, V$ is the molar vo1um;in the gas, and +, is the volume 
fraction of the solution that is occupied by solute, then L = +,el 
V2 and Eq. 5 becomes: 

We interpret Eq. 6 to mean that the total Gibbs free energy for 
transferring 1 mol of solute into the solvent is the zero sum of four 
terms. The first two terms are for the processes described above. The 
third term is the energy associated with isothermal and reversible 
compression of the solute from its volume in the gas to its volume 
in solution. The last term may be interpreted as the free energy 
associated with the mixing entropy -R In +, in a real solution. In 
words, solute molecules dissolve in the solvent up to that volume 
fraction +, for which the associated free energy change is enough to 
overcome the free energies for the processes of the first three terms. 

Experiments on Simple Solute-Solvent 
Systems 

In this section I apply the theory to results of experiments on 
prototype solute-solvent systems, in order to see how far it can carry 
us toward the first-principles understanding we seek. I discuss here 
chiefly experiments with Xe gas as solute and organic liquids chosen 
from six homologous series as solvents (17, 24-26). 

Xenon has several properties that justify its use as a simple solute, 
for example, it is monatomic, spherical in the ground state with an 
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outermost completed p electron shell, and inert. The interatomic et al. (2) discussed the entropy of solution, on the mole-fraction 
potential between Xe atoms is a van der Wads potential with a 
characteristic well depth l and hard-core diameter of interaction a 
(elk = 228 K, a = 3.973 A) that is comparatively well understood 
(27). Inert gas elements have been used extensively as prototype 
solids and liquids (27-29); I use them here as prototype solutes. 
Xenon, in particular among the inert gases, recommends itself for 
these experiments because it has a radioactive isotope, '33~e,  which 
is easily detected and commercially available. 

The solvents that were used for these experiments, 45 solvents in 
all, were: (i) all normal alkanes from n-C,H12 to n-C2,H4, (24), (ii) 
13 of the normal alkanols from CH30H to n-C14H2,0H (25), (iii) 
six normal carboxylic acids from formic to n-hexanoic acid, (iv) four 
normal alkanals from propanal to n-heptanal, (v) cydopentane, 
-hexme, and -octane (26), and (vi) perfluoroheptane, -hexme, and 
-octane (17). The strategy of th~s choice of solvents is that the 
molecules within each homologous series differ from each other in a 
controlled way, by a CH, or CF, group, for instance, and the 
molecules of each series differ from their analog molecules in the 
other series in a controlled way. This paradigmatic chemical physics 
strategy is suggested by the idea that L and, especially, p* in Eq. 5 
can be considered as built up from individual contributions from 
functional groups. Another consideration is that these solvents, at 
room temperature, range in steps from large nonpolar molecular 
liquids (n-hexadecane) to liquids with small polar molecules for 
which hydrogen bonding is important (CH30H and HCOOH). 

Complementary to this work with a solute of gaseous Xe, and in 
the same reductionist spirit, is an experiment of Rentzepis and 
Douglass on the properties of liquid Xe at room temperature as a 
solvent for several biological and organic molecules (30), and work 
of Halsey and co-workers in which liquid Ar was used at low 
temperatures as a solvent for He, Ne, and Hz gas (31). 

Figure 4 shows the results of measurements of Xe solubility in six 
representative solvents. one from each series. These measurkments 
are of Ostwald solubility in the limit of low solute pressure; the 
partial pressure of 13,Xe was typically of the order of picoatmo- 
spheres. Equation 4 was used to calculate values of p*(T) from the 
actual L(T)  data, so that the range of the data shown in Fig. 4 runs 
from L(50°C, n-hexanol) = 1.92, the lowest value, to L(lO°C, 
n-hexane) = 5.91, the highest value. 

For all the solvents in Fig. 4, p*(T) increases linearly (that is, it 
becomes less negative) as T increases. That means that less work is 
needed to remove a solute molecule from a hot solvent than from a 
cold one. The straight lines shown are of the form p*(T) = a + bT, 
with a and b constant. One can also write this as u*(T) = h* - Ts*, . \ ,  

where h* is the excess enthalpy of solvation and s* is the excess 
entropy of solvation over the temperature interval. 

One of the remarkable features of the data in Fig. 4 is that the 
lines for all the solvents have nearly the same slope.  his implies that 
the s* values are almost the same. In fact, the values of s* for all the 
solvents we investigated were remarkably independent of solvent; 
the average over all 45 solvents was s k SD = -4.1 2 0.5 cal 
mol-' K-'. The negative value of s* is associated with solvent 
ordering, and its constancy implies that, when a Xe atom is solvated . - 

in any of these solvents, in some sense the amount of ordering is the 
same. It  is reasonable to expect that the s* associated with solvation 
of other noninteracting solutes, at least nonpolar ones, in solvents 
like ours will also be constant. It would be interesting to compare 
the values of s* with the molecular dimensions of the corresponding 
solutes. The entropy of hydration for Xe, taken from solubility data 
in water in about the same temperature range (32), is -18 cal mol-' 
K-'. This suggests a higher degree of solvent ordering for Xe in 
water than in other solvents, probably due to the polarizability of 
Xe, dipole-dipole interactions, and hydrogen bonding. Hildebrand 

scale, in terms of the s o l u b i l ~  of many gases in a single solvent, 
particularly cyclohexane. 

From data such as those of Fig. 4, one can obtain values of h* as 
the intercept of p*(T) at T = 0 K. The value of h*,,,,,, 2 SD for 
Xe, averaged over these solvents (formic acid excluded), was 
-1840 k 250 cal mol-', and the value of h* for Xe in water is 
-4050 cal mol-'. In general in solubility systems at low pressure, 
the value of h* is dominated by the internal energy of solute-solvent 
interaction, that is, h* = u*, so that a negative and large-magnitude 
value for h* reflects a relatively tight binding between solute and 
solvent due to the potential energy of interaction. 

We can now give a first answer to the question posed earlier on 
temperature dependence of solubility, in the following way: Solve 
Eq. 4 for L(T), substitute p*(T) = h* - Ts*, assume that h* and 
s* are constants over the temperature interval of interest, and 
differentiate, to obtain the relation dLldT = L ~ * / R P .  This equa- 
tion means that the temperature dependence of L is determined by 
the average value of h* in the interval. Thus from data such as the 
L(T) curves in Fig. 2, one can determine the sign of h*. For all of 
our solute-solvent systems, h* is negative in the temperature inter- 
vals of the experiments. Therefore, in these intervals, L(T) decreases 
with temperature for them. 

A characteristic of Xe solubility in these solvents is that the 
solvation process is enthalpically dominated; for 44 of our solvents 
the average value of h*/Ts* = 1.5 2 0.15. In contrast, Xe solubility 
in water is entropically dominated because in water h*/TsX = 0.75 - - 
(32). One may say that L for Xe in water is small because the large, 
positive contribution of s* dominates p*. 

An interesting sidelight of these data is that the solubility 
properties of formic acid are in some ways similar to those of water. 
The solvation of Xe in formic acid is entropically dominated and the 
Ostwald solubilities are less than one, for example, L(20°C, Xe in 
HCOOH) = 0.46. Carboxylic acids offer a kind of bridge from the 
nonpolar solvent behavior of long-chain fatty acids to the waterlike 
behavior of formic acid. 

Analytical and Computer Simulation 
Approaches to Solubility 

We have seen that the solubility of a gas in a liquid depends on the 
equilibrium of Gibbs free energies and also that the actual value of 
the Ostwald solubility can be determined by calculation of p*. 
Microscopic on which p* depends are the solute-solvent 
and solvent-solvent interaction potentials, as well as the solute- 
solvent distribution function, all of which in general depend on 
molecular arrangements in a complicated way. Unfortunately, all the 
ways of calculating chemical potentials in liquids are more or less 
difficult, even for pure liquids (33). In this section I will first discuss 
calculations for p* that use Eq. 5 and then, more briefly, other 
approaches. 

Cavity energy. In order to obtain p*(T), or L(T), from Eq. 5, one 
must calculateg,, andgin,. The Gibbs energy to produce a cavity in 
a solvent can be calculated from the scaled-particle theory of liquids 
(34). Results of such calculations for Xe in six solvents are shown in 
Fig. 5 (26). 

Scaled-particle theory is a versatile, formal theory that has pro- 
vided many successful predictions and insights. In scaled-particle 
theory one characterizes the solvent by a hard-sphere molecular 
diameter a,. which is determined from the heat of ;aoorization and 
thermal exiansivity of the solvent. Calculation of sph&ical diameters 
for long-chain and polar molecules, such as those in our solvents, is 
an application of ~&led-~article theory well beyond the spherical 
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molecules for which it was originally intended. Thus, for example, a, 
for n-dodecane is 7.62 A by this procedure, whereas the usual G C  
bond length is 1.5 A. However, it is interesting to note that when 
one uses a spherical approximation in other, more modern, estima- 
tions of molecular size the hard-sphere diameters are close to those 
obtained from scaled-partide theory. For example, a value of 7.53 A 
was recently obtained for n-dodecane, from the use of a Carnahan- 
Starling equation of state with molecular dynamics simulations (35). 

The values ofg,, shown in Fig. 5 are the cavity Gibbs energies 
required to produce in the solvent NA cavities of radius 
r,, = (a, + a2)/2, where a, = 3.97 A, the hard-core diameter of a 
Xe atom. In scaled-partide theory one obtains the expression for this 
energy by scaling between a microscopic cavity, associated with the 
probability exp[- W(r)/kT], and the energy to make a macroscopic 
cavity, which depends on the surface tension of bulk solvent. The 
cavity energies in Fig. 5 are positive and decrease with increasing 
temperature-it is easier to make a cavity in a hot solvent than in a 
cold one. 

One can calculate the enthalpies of cavity formation h,,,, where 
g,,, = h,, - Ts,,, from the cavity Gibbs energies by using the 
Gibbs-Helmholtz equation: h,,, = - T2[d(gcav/T)/dT] ,. The en- 
thalpies do vary systematically with the solvent structure and seem to 
be physically significant for other reasons as well. However, the 
same cannot be said for the entropies of cavity formation, s,,. The 
difficulty may be that the values currently available for thermal 
expansivities of these solvents are not good enough (26). 

Interaction energy. The term gin, in Eq. 5 is the Gibbs energy 
associated with interaction of solute molecules with solvent after 
they have been placed in the cavities. As usual, this energy may be 
written in terms of an enthalpic contribution hint and an entropic 
contribution sin, as: gint = hint - Tsint. One can calculate hint, 
approximately, from the soft part of the solute-solvent potential; it 
is essentially the internal energy of the system. However, sin, is much 
more difficult to calculate and we shall not attempt that here. Instead 
we do the next best thing. 

Figure 6 shows values for the reduced interaction Gibbs energy, 
gin Jp,, for 37 of our solvents at 25°C. These values were obtained by 
solving Eq. 5 for gin, = -RT ln L - g,,; that is to say, they are 
calculated from a combination of both experimental data, for L, and 
computed values, forg,,. Put yet another way, the Gibbs energies 
of interaction used in Fig. 6 are the valuesgin, would have if Eq. 5, 
the L(T) data, and calculated values for g,,, were all rigorously 

correct. It is important to point out that the gin, values on the 
ordinate have been reduced by division by the solvent number 
density p,. This reduction is useful for two reasons: The fundamen- 
tal reason is that expressions for calculatingg often are proportional 
to p, as, for example, Eq. 8 below. The practical reason is that it 
supports an empirical approach. The abscissa for Fig. 6 is the 
number of CH, groups in the solvent molecule. 

It is natural to use Fig. 6 for empirical predictions of solubility of 
Xe, because the data for each homologous series of solvents lie on 
straight lines, which are nearly parallel. The slopes of these lines are 
the empirical contribution, which we call y,(CH,), for each CH, 
group in the solvent to the gin, for Xe in that solvent. If one carries 
this procedure through, one obtains yi(CH2, linear) = - 106.5 (cal 
mol-')/(mol liter-') as the average slope for the linear solvents, and 
yi(CH2, cyclo) = -96.6 as the slope for the three cycloalkanes. The 
intercepts on the ordinate axis of the lines through the data for each 
solvent in Fig. 6 give the contributions of the other functional 
groups. Thus, for example, the n-akane intercept corresponds to the 
contribution of two methyl groups, so that yi(CH,) = -74.0 for 
each CH,. The intercept for the cycloakane data is essentially zero, 
as it should be if this procedure is to be consistent. 

One uses these values to predict solubilities, say, for a normal 
akanal with m CH, groups, in the following way. One obtains an 
estimate of the Gibbs energy of interaction from gin, = 
p1[yi(CH3) + myi(CH2) + y,(CHO)], calculates a value for g,,, 
from scaled-particle theory or otherwise, and obtains L from 
substitution in Eq. 5. This procedure could be extended to other 
functional groups by solubility measurements on other solvents, 
such as aromatic solvents, esters, ketones, and halogenated solvents, 
as well as to other solutes. Its ultimate usefulness depends on 
whethergin, can indeed be made up of additive contributions from 
functional groups, and also, of course, on how meaningful calculat- 
ed values ofg,, are for complex solvents. Jorgensen and co-workers 
have constructed optimized potentials for several groups on hydro- 
carbons and achieved good results using them in liquid simulations 
(36). That work supports the principle of building up contributions 
to the chemical potential. An analogous empirical procedure, de- 
scribed by Pollack et al. (26), depends only on the experimental 
quantities k*, h*, and s*. 

Other approaches. A particularly interesting and general method 
for calculating chemical potential is the charging technique of 
Onsager and Kirkwood (37). In this approach, the expression one 
uses for excess chemical potential of a solute molecule in a solvent is: 

Fig. 4. Solubility results, , 
in the temperature range 
5" to 50°C, for Xe gas at E 
low pressure in six or- 1 -600 - 
ganic solvents. Data 
were taken from (1 7, 24- j- 
26). The ordinate p* is I - - 
related to Ostwald solu- 5 

In Eq. 7, g,, is the solvent-solute pair distribution function, dl, is 
the solvent-solute interaction potential, r is the vector from the 
solute molecule into the solvent, and V is the volume. The param- 
eter 5 couples the solute molecule to the solvent, so that, as 5 grows 
from zero to one, the solute-solvent coupling grows from noninter- 
acting to fully interacting. 

Techniques of this kind have been used for molecular dynamics 
(38) and Monte Carlo (39) calculations of the chemical potential of 
simple solutes in water. For calculations of free energies, or indeed 
for almost any liquid state calculations, water has the advantages that 
it is the most investigated of all solvents and several good interaction 
potentials are available for it. In computer simulations of this kind, 
one uses Eq. 7 in the form 

bility L by w* = - R T  5 
In L, Eq. 4, and related to $ -800 
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Fig. 5. The ordinate is the 
Gibbs free energy for 
making in a solvent N, 
cavities each large enough 
for a Xe atom. Values for 
g,,, were calculated from 
scaled-particle theory of 
liquids, in which each sol- 
vent molecule is character- 
ized by a hard-sphere di- 
ameter obtained from the 
solvent's heat of vaporiza- 
tion and thermal expansiv- 
ity. [Adapted from (26) 
with permission of the 
American Institute of 
Physics, copyright 19891 
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where U ( ( )  is an averaged interaction potential, at the coupling 
strength 5, for a solute molecule with the entire solvent. One 
therefore does not need an explicit distribution function; rather 
gl,(r,() is obtained from the simulation. 

Conclusions 
Our present understanding of the solubility of gases in liquids is 

based on arguments and equations from statistical mechanics and 
thermodynamics that have been tested on many systems. Theoretical 
calculations can be carried out that give good qualitative, and 
sometimes quantitative, predictions of solubility, especially in simple 
systems. The most practical way of predicting solubility in an 
arbitrary gas-liquid system is to use empirical and correlational 
techniques together with modern arguments based on microscopic 
properties of solute and solvent. 

As I have shown, solubility calculations inevitably involve calcu- 
lations of chemical potential. One of the interesting ways to do this 
analytically is with Eq. 7, which requires functions that describe the 
solute-solvent distribution and potential of interaction. For complex 
solutes and solvents, or even for the relatively simple systems 
discussed in this article, these two functions are difficult to obtain 
analytically from microscopic principles. Fortunately, good interaction 
potentials are now available for several of the functional groups 

C,H~~COOH, four al- 
kanals (A) from CzH5CH0 to n-C,H13CH0, and three cycloalkanes (*) 
(26). Theg,, values were obtained fromg,, = -RT In L - g,,,. The ordinate 
has been reduced by division by p,, the solvent number density. [Adapted from 
(26) with permission of the American Institute of Physics, O 19891 

Fig. 6. Interaction Gibbs 

of which solvents and solutes are composed, and it is likely that such 
potentials will soon be available for many more groups. The distribu- 

free energies, gh,, for Xe 
solvation plotted as a 
function of the number gg 
of CH, groups in the 2 solvent molecule. Re- g r -800 

sults for 37 solvents are 5% 
shown, namely, all n-al- 
kanes (x) from n-C5H12 
to n-C,,H,,, a l l  n-al- 
kanols (e) from $1600 
CH30H to n- 
CllHz30H, five carbox- 

;on function that is needed to describe a compl& system depends on 
many variables, namely, those that describe intramolecular as well as 
intermolecular configurations. Fortunately, for many systems the 
solute-solvent interactions are dominated by the close-in configura- 
tions and there are experimental techniques for obtaining some of 
these. 

A fundamental problem in calculating chemical potentials is that 
they always have an entropic contribution, which is, in general, 
important as well as difficult to calculate. One of the main reasons 
for using the coupling parameter approach, as in Eq. 7, is to fold in 
the entropic contribution. An important outstanding problem then 
is to calculate entropy from first principles for real solute-solvent 
systems. This may be easier than appears since s* may vary only a 
little over many solvents. Ideally one would like to know how to 
calculate s* in general, but it would also be interesting to have 
calculations of model-dependent entropies, such as the entropies of 
interaction, sin,, or  of cavity formation, s,,. 

Another way to calculate solubilities for solute-solvent systems is 
with computer simulations, such as have been successfully applied to 
problems of solubility in water. The same techniques can work for 
solubility in general systems if one can take proper account of 
complicated geometry and interaction potentials. Another strategy 
for sharpening our understanding of interactions in solute-solvent 
systems is to use computer simulations to calculate molecular 
difision. Difision is a property of solute-solvent systems that is 
closely related to solubility in several applications. Difision also 
depends on interaction potentials and molecular configurations but 
does not depend explicitly on the chemical potential. Its calculation 
is, at least in that sense, more straightforward. There have been 
recent measurements, which can be used for this purpose, of 
molecular diflksion in some of the same systems discussed here (40, 
41). Underlying the discussion of the preceding three paragraphs is 
the question: What are the inherent advantages of analytical com- 
pared to simulational calculations of chemical potential and other 
thermodynamic quantities? 

Most of the solubility experiments I have discussed are on 
relatively simple systems, but there are organic solvents with even 
simpler structures, for example, some such as ethane and methane 
that are gases at low pressure near room temperature. One can, 
using cryogenic techniques, design experiments to measure solubil- 
ity of radioactive isotopes of inert gases in these and other volatile 
organic solvents. The inert gases Xe, Kr, and Rn all have isotopes 
suitable for such experiments, namely, 133Xe, 85Kr, and 222Rn. 
Although these solutes have triple point temperatures that are 
higher than methane's, one could measure their solubilities using 
tracer techniques at partial pressures around the milliatmosphere 
range and lower, at which the solutes would not condense (27). 
Such cryogenic solute-solvent systems would be amenable to simpler 
theoretical treatment than room temperature systems. 
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Peptide Processing and Targeting in the 
Neuronal Secretorv Pathwav 

obstacles, investigators have turned to invertebrate species, many of 
The abdominal ganglion of the marine mollusk Aplysia which have simpler nervous systems and a limited repertoire of 
contains a pair of identified neuronal clusters, the bag elementary behaviors. This approach has proven fruitful. 
cells, which control egg laying by means of a number of 
uniaue redatorv mechanisms. Each neuron in the bae 
cell :lute& syn&esizes several peptides derived from 
single prohormone and packages them into separate ves- 
icles. These vesicles are then differentially localized in 
specific neuronal processes, thus segregating peptides 
destined for autocrine and hormonal release sites. There- 
fore in this system, protein trdcking through the secre- 
tory pathway o r g m s  multiple peptide neurochernical 
messengers to efficiently regulate simple behaviors. 

u NDERSTANDING THE NEURAL AND ENDOCRINE MECHA- 

nisms that govern animal behavior is a major goal of 
modern biology. Although considerable information has 

been amassed in molecular, cellular, physiological, and behavioral 
studies, it has proven difficult to integrate these various levels of 
investigation into a unified account of behavior. The primary 
obstacles to such an  integration are the complexity of the behaviors 
of higher animals and the diversity of the underlying cellular and 
biochemical mechanisms. In an effort to circumvent some of these 

The authors are in the Howard Hughes Medical Institute, Depamnent of Molecular 
and Cellular Physiology, Beckman Center, Stanford University, Stanford, CA 94305. 

Aplysia as a Behavioral Model 
Some molluscan species have distinct advantages for studies of the 

nervous system, one-of which is the fact that m i y  of the nerve cells 
are very large and reproducibly identifiable among individuals. This 
characteristic has been exploited in the marine snail Aplysia calgor- 
nica, in which both mating and egg laying are highly stereotyped 
behaviors (Fig. 1) (1-4). Aplysia are non-self fertilizing hermaph- 
rodites and often mate in groups in which each individual both - - 
donates and receives sperm (5). The gametes traverse a complex 
pathway through the reproductive tract where they are fertilized, 
encapsulated, and finally packaged into a long strand, or cordon (5, 
6), which contains several million eggs (1, 6). The egg strand exits 
the internal portions of the reproductive tract through a genital 
aperture in the mantel cavity and then moves along the genital 
groove toward the head where a series of head waving and tamping 
movements coil the egg cordon in an irregular compact mass (2-6). 
In this article, we discuss the neural and endocrine factors that 
govern egg-laying behavior and mating, a social behavior. 

Egg-laying behavior is neurally controlled by the bag cells, a set of 
800 electrically coupled cells grouped into two clusters along the 
rostral aspect of the abdominal ganglion (Fig. 5) (7-12). When 
extracts or released material from these neurons are injected into a 
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