
earlier reports (16, 17) that state that the 
formation of syncytial cells is not a necessary 
prerequisite for proliferation of HIV- 1. 

It has recently been shown that nontoxic 
doses of the antibiotic tetracycline may sig- 
nificantly reduce the cytocidal effects of 
HIV- 1 (18). The tetracycline-treated cul- 
tures continued to produce a high titer of 
HIV-1. The authors suggested that a pro- 
karyotic agent, most likely a mycoplasma, 
was involved with the cytocidal effect ob- 
served in the HIV-infected cultures. Indeed, 
additional study and characterization from 
their laboratory has confirmed that the hid- 
den agent in the cultures is a mycoplasma 
(19). 

Researchers from Japan have reported 
that just the antigens of killed mycoplasma 
(Acholeplasma laidlawii) could stimulate 
HIV-1 production (p24 antigen and infec- 
tious particles) in HIV- 1-infected cells (20). 
In our study, approximately equivalent 
amounts of HIV antigen or infectious par- 
ticles were produced in HIV-infected or 
HIV and incognitus strain-infected cultures 
despite significant differences in the num- 
bers of viable cells. Thus, more HIV-1 may 
actually have been produced per individual 
cell in the coinfected culture; this finding is 

0- 
0 40 80 

Percent of replacement by HIV-1 
+ incognitus Strain coinfected supernatant 

Fig. 4. Direct inhibition of HIV-1 RT activity by 
culture supernatant containing incognitus strain 
mycoplasma. RT activity was assayed (21) on 100 
pl of reaction mixture, 50 pl of which was the 
"reaction cocktail." For the remaining 50 pl, 
varying proportions of culture supernatant with a 
known amount of HIV;l RT activity were re- 
placed by supernatant from a culture coinfected 
for 10 days with HIV-1 and incognitus strain 
(Fig. 2). The degree of inhibition, expressed as 
"percent of control," was obtained by comparing 
the RT activity detected in each sample with that 
from a control sample containing RPMI 1640 
medium instead of coinfected culture Supernatant. 
Each point on the graph is the average of the 
results of three independent experiments. At 0% 
replacement, sample variability was 2.4%. 

similar to the findings of the Japanese re- 13. We exposed cultures containing lo4 fresh A3.01 
----- L --- cells to 100 a1 of tenfold serial dilutions of su~ema- 
bCdlCL1Crb. 

tant obtained from either the culture coinfeckd by 
AIDS patients can be infected with a H N - 1  and incognitus strain or the cukure infected 

number of pathogenic microbes and fie- by H N - 1  alone and incubated them at 37°C for 2 

quently are systemically infected with the hours. The freshly infected cells were then washed 
once and cultured for 2 weeks. Supematano from 

incopnitus strain (2. 7). Thus, the observa- these cultures were harvested eve& other dav for 
u \ ,  r 

tion that coinfection by incognitus strain testing with the H N - 1  antigen ELISA assay.'~he 
infected cultures that produced H N - 1  tested posi- 

profoundly enhances 'ytocidal effects tive for H N - 1  antigen after 8 to 10 days. The 
H w - 1  infection in vitro may have clinical highest dilution of supematant which later tested 

implications. positive for H N  antigen in the culture represented 
1 infectious unit. 

14. J. I. Marcus and I. Yoshida, J .  Cell. Physiol. 143, 
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A Model for the Adjustment of the Mitotic Clock by 
Cyclin and MPF Levels 

A mathematical model of cell cycle progression is presented, which integrates recent 
biochemical information on the interaction of the maturation promotion factor (MPF) 
and cyclin. The model retrieves the dynamics observed in early embryos and explains 
how multiple cycles of MPF activity can be produced and how the internal clock that 
determines durations and number of cycles can be adjusted by modulating the rate of 
change in MPF or cyclin concentrations. Experiments are suggested for verifying the 
role of MPF activity in determining the length of the somatic cell cycle. 

ECENTLY IT HAS BEEN SUGGESTED 

that a single biochemical mecha- 
.nism underlies the cell cycle pro- . . 

gression in all eukaryotic organisms (1, 2). 
The basic mechanism involves activation 
and inactivation of the maturation promot- 
ing factor (MPF) by a protein called cyclin. 
During the interphase, cyclin accumulates 
until the rate of MPF activation by cyclin 
exceeds the rate of inactivation of MPF by 
MPF-inactivase. the concentration of which 
is assumed to be constant. As a consequence, 
active MPF accumulates, which leads to a 
series of modifications of other mitotic sub- 
strates. The activation of MPF also induces 

the activation of cyclin degradation, and 
cyclin disappearance results in MPF destab; 
lization by MPF-inactivase. The interphase 
structures are then reestablished, and cyclin 
begins reaccumulating to initiate the next 
cycle. This model is generally consistent 
with experimental data (1). 

In early embryonic development, MPF 
activity serves as an internal clock that suf- 
fices to send the cell into mitosis (1, 3). In 
the present work we examine the regulation 
of this clock using a mathematical model for 
the MPF and cyclin reactions. Underlying 
our model is the principle of parsimony: by 
elucidating the minimal assumptions needed 
to retrieve the observed dynamics, we deter- 
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deed essential. Subsequently, we use the 
model to determine how the length of the 
cell cycle can be adjusted and suggest exper- 
iments that may indicate the relative roles of 
cyclin and MPF in regulating the more 
tightly controlled somatic cell cycle (3). 

- ~ e t  C and M denote the concentrations of 
cyclin and active MPF at any given moment, 
and c and M the rate of change in these 
concentrations. For formally describing 
MPF activation, we use the  assumption^ 
that (i) in the early embryos, cyclin synthesis 
suffices for the activation of MPF and for the 
induction of mitosis (I), with each cyclin 
molecule activating more than one pre-MPF 
molecule (p34'dc2) (5) ,  and that (ii) MPF 
activity is autocatalytic (2, 6).  These assump- 
tions are taken account of in the first two 
terms in Eq. 1. The third term in this 
equation describes the inactivation of MPF 
by a putative inactivase (7) [which may be, 
for example, a phosphatase (41, whose ac- 
tivity remains constant throughout the cell 
cycle (1, 3). In Eq. 2 the rate of change in 
cyclin concentration, C, is given by the 
difference between its constant rate of accu- 
mulation (4) and its rate of degradation. 
Because cyclin is known to be an essential 
component of active MPF (8), and its rapid 
degradation occurs immediately after the 
maximum in MPF activity, we assume that 
the degradation rate of cyclin depends on 
the cellular concentration of active MPF. 
For simplicity, we also assume that no con- 
straints exist with respect to space and nu- 
trients. Using the above assumptions, we 
obtain the following dimensionless equa- 
tions (9): 

Equations 1 and 2 yield limit cycle behav- 
ior, that is, oscillatory changes in MPF and 
cyclin concentrations, with their amplitude 
and relative phase remaining invariant under 
small perturbations in initial conditions. 
This system represents a cell lineage with a 
constant cell cycle duration, which is resil- 
ient to small changes in initial concentra- 
tions of MPF and cyclin (Fig. 1A). If mod- 
erate amounts of cyclin were added before 
the maximum in MPF activity, the next cycle 
was shortened, as indeed was shown exper- 
imentally (1, 3, 8), but the system rapidly 
returned to its normal period in subsequent 
cycles (Fig. 1B). In contrast, addition of 
moderate amounts of cyclin after the maxi- 
mum of MPF activity increased cycle dura- 
tion, whereas addition of too much cyclin 
resulted in the complete disappearance of 
cyclin, later in the same cycle, which we 
interpret as cell cycle arrest. The stable os- 

cillatory behavior of Eqs. 1 and 2 remained 
unaltered if we allowed for a saturating 
effect of cyclin on its own degradation, so 
that Eq. 2 became 

C 
C = i - M -  

C + k  
(3) 

where k, the reaction constant, was smaller 
than C. This modification had no qualitative 
effect on any of the results presented below. 
In contrast, when the cyclin degradation 
term was proportional to - CM, we did not 
observe oscillatory behavior in this system. 

Fig. 1. Periodic oscillations of 
cyclin and MPF [see (9) for units] 
obtained by a numerical solution 
of Eqs. 1 and 2, using the Euler 
method (1 3). Parameter values, 
chosen to be in the ranges that 
yield oscillations, are e = 3.5, f = 
1.0, g = 10.0, and i = 1.2. Sen- 
sitivitv analysis shows that. with 

It has been suggested that somatic and 
embryonic cell cycles must be fundamentally 
similar (1). Using our model for embryonic 
cell cycle, we investigated how increasingly 
long cell cycles, such as those observed in 
senescent somatic cells (lo), and erratic cycle 
durations, characteristic of cancer cells (1 I), 
could be obtained by manipulating the cy- 
clin and MPF concentrations. 

The changes in active MPF and cyclin 
concentrations are accelerated by the activity 
of the gene cdc25 and retarded by that of the 
gene wee1 (1). In fission yeast, these genes 

Time 

other' par&eters unchanged, g 
can vary m the range 6.0 to 12.1 
Other parameters must vary m a 
much narrower range. (A) Cell 
cycles wlth a constant duratlon. 

1:; 
(0)  Addtlon of cyclln early ~n the $ 1 , /" 
cell cycle (0.125 unlt of cyclln at a ,/ 

/' 
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tlme indicated by the arrow) 3 Oo 200 400 600 800 1000  
shortens the duratlon of that cy- Time 
cle. Subsequent cycles return to a 
normal duration; - as In (A); . . . with the addltlon of cyclm. 

Time 

Fig. 2. Simulations of increasingly 
long cell cycles. Numerical solution 5 
of Eqs. 1 and 2 by the Euler meth- 
od (13), with the right side of Eq. 1 
(A) or the right side of Eqs. 1 and 2 " 
(B) multiplied by F, whose value in 
successive cycles was 1.0, 0.9, ' 
0.8, . . . 0.1. Other parameters are 
as in Fig. 1A. Time 

Fig. 3. Erratic cycle durations are drawn as 
a function of the division number. Numer- 
ical solution of Eqs. 1 and 2 by the Euler 
method (13), with the right side of Eqs. 1 
and 2 multiplied by F. Here, F is a random 
function, uniformly distributed in the 
range 0.9 to 1.1. Other parameters are as 
in Fig. 1A. 
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control the entry into mitosis, and it seems 
likely that the ratio of their activity is altered 
by signals that influence the entry into mi- 
tosis (1). We described this control by a 
function F, which changed once per cycle, 
and checked the sensitivity of the period and 
amplitude of the oscillations to the modula- 
tion by F. To  allow for a decreasing activity 
ratio of cdc25 to weel, we assumed that F 
decreased, once per cycle, starting from a 
value of one. Numerical computations, that 
included multiplying the right side of Eq. 1 
alone, or Eqs. 1 and 2, by F, showed a 
gradual increase in phase, or cell cycle 
length. However, the pattern of change in 
MPF and cyclin phases and amplitudes de- 
pended on the modulated reaction. When 
only the rate of change in MPF concentra- 
tion was modulated through the function F, 
the amplitudes of MPF oscillations progres- 
sively decreased and the amplitudes of cyclin 
oscillations increased (Fig. 2A), and the 
minima rapidly reached a value close to zero. 
The latter effect may be interpreted as a cell 
cycle arrest. When both processes were 
modulated, the amplitudes did not change 
(IZ), but the phase increased and tended to 
infinity when F tended to zero (Fig. 2B). In 
both cases the number of cell divisions until 
a cell cycle arrest was reached depended on 
the step size of the function F. On the basis 
of these results, we suggest that the modu- 
lation of the MPF and cyclin reaction rates 
may be responsible for the roughly constant 
number of cell divisions observed in some 
cell lineages. When the modulation was in 
the right side of Eq. 2 alone, or in each one 
of the accumulation terms alone, or in the 
degradation terms of each reaction alone, 
the effect on the increase in cell cycle dura- 
tion appeared only marginal. 

Erratic changes in cell cycle length were 
obtained when the function F was allowed 
to vary randomly, once per cycle, staying 
close to unity. Here too, if F modulated 
both reactions, the amplitudes of concentra- 
tions did not change, and the simulated cell 
line appeared "immortal" (Fig. 3). In con- 
trast, if only the MPF reaction was modu- 
lated, cyclin concentrations occasionally 
reached zero. 

The work presented here shows that the 
process in which cyclin accumulation acti- 
vates MPF, which leads to cyclin degrada- 
tion and hence in turn to MPF inactivation, 
suffices to explain multiple cell cycles. Our 
model relies on limited assumptions to yield 
robust oscillations in MPF and cyclin 
amounts. Time delays or thresholds postu- 
lated earlier were not required. The model 
mimics various aspects of the observed dy- 
namics, such as cell cycle shortening after 
cyclin addition, or abrupt MPF inactivation. 
However, the possibility that other assump- 

tions can generate a similar behavior should 9. The dimensional equations that describe the MPF 

not be excluded. More information about and cyclin are 

the temporal pattern of change in the con- 
centrations of these proteins may be instruc- 
tive for verifying the role of MPF and cyclin 
in normal and neoplastic cell cycles. 

Further experiments, in young, senescent, 
and neoplastic cell lines are warranted for 
quantifying the ratio of cdc25 to wee1 expres- 
sion in subsequent cell divisions. These ex- 
periments may verify our prediction that 
senescence may be associated with a pro- 
gressive decrease in the activity ratio of the 
genes that control the rate of change of the 
MPF and cyclin reactions, and that cancer 
cells are characterized by erratic changes in 
this ratio. 
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Cell Cycle-Dependent Coupling of the Calcitonin 
Receptor to Different G Proteins 

Calcitonin is a calcium regulating peptide hormone with binding sites in kidney and 
bone as well as in the central nervous system. The mechanisms of signal transduction 
by calcitonin receptors were studied in a pig kidney cell line where the hormone was 
found to regulate sodium pumps. Calcitonin receptors activated the cyclic adenosine 
monophosphate (CAMP) o r  the protein kinase C (PKC) pathways. The two transduc- 
tion pathways required guanosine triphosphate (GTP)-binding proteins (G proteins) 
(the choleratoxin sensitive G, and the pertussis toxin sensitive G ,  respectively) and led 
to opposite biological responses. Moreover, selective activation of one o r  the other 
pathway was cell cycle-dependent. Therefore, calcitonin may induce different biolog- 
ical responses in target cells depending on  their positions in the cell cycle. Such a 
modulation of ligand-induced responses could be of importance in rapidly growing cell 
populations such as during embryogenesis, growth, and tumor formation. 

C ALCITONIN IS A 32-AMINO ACID its effects on bone and kidney to regulate 
peptide hormone of neural crest or- calcium homeostasis (I), this hormone also 
igin and is secreted by the parafolli- has distinct binding sites in the central ner- 

cular cells of the thyroid in response to vous system (2) where it exerts a modulatory 
elevations in serum calcium. In addition to role on nociception and food and water 

Yale University School of Medicine, Departments of Cell intake (4). ~aicitonin also has a potent 
Biology, Internal Medicine and Orthopedics, New Ha- natriuretic effect on the kidney (5) and a 
ven, CT 06510. rapid and pronounced effect on the osteo- 
*To whom correspondence should be addressed. clast volume (6) ,  a process that is known in 

SCIENCE, VOL. 251 




