
The results presented above support the 
idea that expansion of TCR Vp8+ encepha-
litogenic T cells during EAE induces a reg­
ulatory network directed in part at the TCR-
Vp8-39-59 peptide. The ability of this TCR 
peptide to trigger a natural regulatory net­
work and to produce a beneficial therapeutic 
effect is a step forward in the quest to 
manipulate selective T cell responses to au-
toantigens in established disease. The rapid 
therapeutic effect of the TCR peptide is 
reminiscent of passive TCR antibody thera­
py reported in the mouse and rat models of 
EAE (1, 12, 13). However, the TCR pep­
tide would have several advantages over 
passive antibody therapy, including its lack 
of foreign antigenic determinants and its 
ability to trigger long-lasting natural regula­
tory mechanisms. In addition, the ability to 
treat EAE with an id or subcutaneous injec­
tion of peptide in saline (without adjuvants) 
provides a feasible route for the eventual 
treatment of humans. 

Of equal importance is the demonstration 
that the regulatory network directed at the 
synthetic TCR peptide is induced as a con­
sequence of the autoimmune disease itself 
By implication, the mere presence of a given 
anti-TCR response in patients with autoim­
mune disease would indicate its importance 
as a target of the immune network that 
potentially could be triggered with clinical 
benefit by injecting small doses of the appro­
priate soluble TCR peptide. T cells from 
patients with multiple sclerosis, in which BP 
may be a relevant target autoantigen, use a 
limited set of V region genes in plaque tissue 
(14) and in response to human myelin basic 
protein (15, 16). Our data would predict 
increased anti-idiotypic responses to the 
overexpressed TCR V genes if the T cells 
were involved in the pathogenesis of the 
disease, but no detectable or amplifiable 
responses if the T cells represent a baseline 
frequency. The presence of anti-TCR re­
sponses in vitro would thus provide the 
impetus for periodic TCR peptide therapy 
to boost and maintain specific anti-idiotypic 
responses in patients with established au­
toimmune disease. 

The Vp8-39-59 peptide may not be the 
only important determinant on T cells (11-
21) or the TCR (#), however, because other 
sequences within the TCR a or p chains 
may also induce regulatory T cells and anti­
bodies. Our data do not distinguish the 
relative importance of immunity directed at 
this TCR peptide with respect to other 
well-described regulatory mechanisms, such 
as suppressor circuits (22-26) or cytotoxic T 
cells (27-28) directed at determinants on 
encephalitogenic effector cells. However, it 
is clear from its protective, suppressive, and 
therapeutic effects that the TCR-Vp8-39-59 

sequence constitutes an important determi­
nant for the idiotypic regulation of EAE. 
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SYNCHRONIZED OSCILLATIONS ARE 

pervasive in the cerebral cortex. Corti­
cal rhythms, as revealed by the electro­

encephalogram (EEG), vary with behavioral 
state; their frequencies range from the 4- to 
7-Hz theta waves of sleep to the 14- to 
60-Hz waves dominant during alertness (1). 
Neuropathological conditions such as epi­
lepsy and coma can elicit distinctive EEG 
rhythms. Cortical oscillations may encode 
sensory information (2, 3). Despite the 
prevalence of rhythmic neocortical activity, 
little is known about its mechanisms. Some 
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cortical oscillations are clearly driven by 
periodic input from the thalamus (4); how­
ever, others may arise within the cortex 
itself, independent of the thalamus (5, 6). 

Neurons generate rhythms in a variety of 
ways. Some have an intrinsic propensity to 
oscillate (7), and groups of these may inter­
act synaptically to produce synchronous pat­
terns (4, 8). Synchronized rhythms can also 
arise as an emergent property of a network 
of neurons that, as individuals, are non-
rhythmic (9). Neurons in the middle layers 
of neocortex can initiate some nonrhythmic 
forms of synchronized activity (10). We 
show here that neurons of layer 5 alone have 
the intrinsic properties and synaptic connec­
tions necessary to generate synchronized 
oscillations. 

Recordings were made from neurons in 

Intrinsic Oscillations of Neocortex Generated by 
Layer 5 Pyramidal Neurons 
L A U R I E R. SILVA, YAEL A M I T A I , * BARRY W. CoNNORst 

Rhythmic activity in the neocortex varies with different behavioral and pathological 
states and in some cases may encode sensory information. However, the neural 
mechanisms of these oscillations are largely unknown. Many pyramidal neurons in 
layer 5 of the neocortex showed prolonged, 5- to 12-hertz rhythmic firing patterns at 
threshold. Rhythmic firing was due to intrinsic membrane properties, sodium con­
ductances were essential for rhythmicity, and calcium-dependent conductances strong­
ly modified rhythmicity. Isolated slices of neocortex generated epochs of 4- to 10-hertz 
synchronized activity when N-methyl-D-aspartate receptor—mediated channels were 
facilitated. Layer 5 was both necessary and sufficient to produce these synchronized 
oscillations. Thus, synaptic networks of intrinsically rhythmic neurons in layer 5 may 
generate or promote certain synchronized oscillations of the neocortex. 
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slices of rat sensorimotor cortex maintained 
in vitro (11). Neurons of layer 5 can gener- 
ate a variety of intrinsic firing patterns (12). 
When membrane potential was held be- 
tween about -60 and -65 mV, a majority 
of neurons in deep layer 5 (59%, n = 146) 
displayed sustained, rhythmic, 5- to 12-Hz 
patterns of either single spikes or bursts of 
spikes (13). Rhythmic firing could be in- 
duced by a brief trigger (Fig. 1A); a 4-ms 
intracellular current ~ u l s e  elicited a rhvthmic 
train of single spikes that lasted about 4 s 
and then stopped abruptly. The mean basal 
frequency of 28 such single-spiking rhyth- 
mic cells was 7.4 ? 0.6 Hz (all data are 
presented as mean k SD). Some of the 
intrinsically bursting cells of layer 5 gener- 
ated repetitive, rhythnic bursti at basal in- 
terburst frequencies of 5 to 10 Hz (6.2 * 
0.5 Hz, n = 18) (Fig. 1B). Epochs of 
rhythrmc firing (usually 1to 5 s, but some- 
times up to 20 s) could also be triggered by 
spontaneous or evoked postsynaptic poten- 
tials. In contrast, neurons with nonrhythmic 
firing patterns always responded with a sin- 
gle spike or one brief burst under these 
conditions. Of the 81  single-spiking cells 
tested within layer 5,52% showed rhythmic 
firing; of the 65 intrinsically bursting neu- 
rons tested, 68% could burst rhythmically. 

The frequency range of rhythmic cells was 
tested with long (2800 ms) depolarizing 
current steps imposed from the resting 
membrane potentials (Fig. 1, C and E). One 
of the rhythmic cells' distinguishing charac- 
teristics was a bistable state around firing 
threshold: these cells either were silent or 

Fig. 1. R h y h c  firing patterns of A . 
four neurons from layer 5. (A) ' , ; I, ;  

fired continually at their basal frequency 
(Fig. 1C). As current intensity was raised, 
rhythmic firing frequencies increased to 35 
Hz or more, yet firing showed little or no 
adaptation (Fig. 1D) even when stimuli 
were several seconds long. This characteris- 
tic was not found in nonrhvthmic neurons, 
which generated only one spike or a brief 
burst at threshold and adapted during 
strong stimuli. The responses-of rhythmic 
burst& cells to step stimuli were complex 
(Fig. 1E). Basal bursting frequency ranged 
from 5 to 8 Hz and increased with stimulus 
intensitv to maxima of about 16 Hz. Cells 
frequently made abrupt transitions from 
bursting to single-spiking, especially in re- 
sponse to stronger stimuli (Fig. 1, E and F). 

This rhythmic behavior was observed in 
recordings from deep layer 5, but not from 
layers 2, 3, 4, and 6 (n = 30) (10-12, 14). 
~ntracellular injections of the dye biocytin 
(15) revealed that both rhythrmc bursting (n 
= 10) and rhythmic single-spiking cells (n = 

9) were pyramidal neurons. Each had a 
soma and profuse basal dendrites within 
layer 5 and an apical dendrite that branched 
repeatedly in layers 1 and upper 2 but 
infrequently within layers 3 and 4. 

Rhythrmc firing patterns can be generated 
by intrinsic membrane currents (7, 16) or by 
synaptic feedback circuitry (9). Near firing 
threshold, rhythmic layer 5 cells often g n -  
erated 5- to 9-Hz damped, subthreshold 
oscillations as large as 6 mV (Fig. 2, A and 
B). Subthreshold oscillations occurred even 
without preceding action potentials (Fig. 
2B). Kynurenic acid (5 mM), which non- 

B 
. 
i 

, 

specifically antagonizes glutamate receptors, 
blocked evoked synaptic responses (17) but 
did not change the rhythmic firing patterns 
or subthreshold oscillations of single neu- 
rons (n = 5). These data suggest the pres- 
ence of an oscillatory mechanism intrinsic to 
the membrane of each rhythm-generating 
neuron. 

The ionic mechanisms for intrinsic rhyth- 
micity vary considerably among neurons. 
Many neurons rely on interactions between 
voltage-sensitive Ca2+ conductances and 
Ca2+-activated K+ conductances (7 ) ,where-
as some generate oscillations that are Na+ 
wnductance4ependent but Ca2+ conduc- 
tance-independent (18). The rhythms of neo- 
cortical cells were completely abolished by the 
specific Naf channel antagonist tetrodotoxin 
(n = 5). However, bath application of Co2+, 
an antagonist of voltage-sensitive Ca2+ chan- 
nels (19), also disrupted rhyhrmcity (n = 6) 
in complex ways (Fig. 2C). Cobalt initially 
slowed threshold rhythms by about 2 Hz, 
then blocked them; at the same time, rhyth- 
mic single spikes developed into nomhyhrmc 
bursts or prolonged depolarizing plateaus. 
The data suggest that the rhythms depend 

C Control 

I.. 
!, : :;::, .;:,-. l ' " '" ' l .  .' ~""""""' 

1.111.1.1*'1111,,',,,,~ ,,,I 

Co2+ 

,IJL- A 2 0  rnv 

Is 40 rns 

Fig. 2. Rhythmic firing as an intrinsic membrane 
property of some layer 5 cells. (A) Damped 
oscillation of membrane potential following the 
end of an evoked rhythmic epoch of single spikes. 
Membrane potential, -60 mV. (B) Damped os- 
cillation of membrane potential following small 
hyperpolarizing current step. Membrane poten- 
tial, -62 mV. Calibration in (B) also applies to 
(A). (C) Cobalt disrupts rhythmic firing. Under 
control conditions (upper left), the cell generated 
rhythmic epochs of single spikes (8 Hz  for 3 s). 
The first spike (arrow) is shown at higher sweep 
speed on the right. In the presence of 1.5 mM 
Co2+, rhythmicity was abolished (lower left). 
Evoked responses changed to spike bursts. The 
first spike (arrow) is shown at higher sweep speed 
on the right. 
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Rhythmic single-spiking. Baseline . ,  ! ' 

membrane was depolar- . . . . . .:,,...,!;,. , , , -,~~~,,,,.:,~,,~~,,.,:!i. 

' ized to -60 mV with injected cur- 
rent and a 4-ms depolarizing cur- 
rent pulse (lower trace; dot) evoked 
a 4-s epoch of spikes with a mean 
frequency of 6.6Hz. (B) Rhythmic 
bursting. Baseline potential was 
-61 mV, and a hyperpolarizing 
current pulse evoked a seven-burst 
epoch with a mean interburst fre- 
quency of 9.3 Hz. Each burst con- _I 

sisted of three spikes firing at about 
150 to 300 Hz. (C) Threshold 
rhythmic response to step depolar- E 
izing current. Two consecutive 
traces superimposed. (D) Spiking 
frequency (estimated as the recipro- 
cal of each interspike interval) as a 
function of time for various step 

J
current intensities. Data are from 
the cell in (C). (E) Response of 
rhythmic bursting neuron to step 
current. Current intensity of 0.8nA 
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generated five consecutive bursts, followed by an abrupt transition to rhythmic single-spiking (arrow). 
(F) Interburst (filled symbols) and single-spike (lines) frequencies as a function of time for various step 
current intensities. Data are from the cell in (E). (Arrows, transitions from rhythmic bursting to 
single-spiking). 
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absolutelv on inward Naf currents but are 	 Spontaneous Evoked 

also strongly influenced by Ca2+ currents. 

w4 it--The most important effm of Ca2+ influx may 
be to activate various Ca2+ -dependent K+ 
currents that terminate slow, ~a'-dependent fa5-depolarizations (20) and help to set the 
rhythm frequency. ' I "We explored the possibility that intrinsi- 
cally rhythmic neurons of layer 5 can gener- 
ate synchronized cortical oscillations. Some 
vertebrate nervous systems can produce syn- Fig. 4. Sufficiency of layer 5 for synchronized 
chronous rhythms- that depend on ;he rhythm generation. A slice was preincubated in 
N-methyl-D-aspartate (NMDA) subtype of medium with zero Mg2+ concentration, then cut 
glutamate receptor (21). Excitatory synapses vertically to a maximum width of about 1 mrn, at 

in neocortex ofien utilize NMDA receptors which time all layers displayed synchronized 
rhythms. Horizontal cuts then trisected the slice 

(17, 22), and reducing the extracellular at the borders of layers 4 and 5 and layers 5 and 6. 
Mg2+ concentration facilitates NMDA-gat- Each slice fragment was tested for the presence of 
ed currents and causes synchronized dis- spontaneous (left traces) and shock-evoked (right 

traces) activity. For the two upper fragments, charges in neocortical slices (23). We bathed 
single shocks (arrowheads) were delivered to the our slices in solutions with (nominally) zero lower edges. The layer 6 fragment was shocked at 

M e +  concentrations and found that this the border of the gray and white matters (WM). 
synchronized activity is highly rhythmic. 
Field potential recordings in low concentra- 
tions of M g +  consisted of epochs of 4- to were also spontaneously rhythmic (Fig. 4). 
7-Hz waves (Fig. 3A), which were always Intracelular recordings showed that pyrami- 
svnchronized across all lavers in intact slices. dal neurons that had their apical dendrites 
Epochs were typically 1 to 4 s in duration severed at the border of layers 4 and 5 still 
(maximum of 8 s) and recurred spontane- generated intrinsic rhythrmc firing patterns 
ously one to nine times per minute (Fig. 3A, similar to those in intact cells (n = 6), and 
right). These synchron&d oscillations were that their activity was phase-locked to the 
dependent on NMDA receptors, because r h y t h c  field potentials when bathed in me- 
the specific antagonist 2-amino-5-phos- dium with no M g + .  
phonovaleric acid (APV) (10 to 50 pM) Our results suggest that networks of in- 
(24) completely blocked them (Fig. 3B). We trinsically rhythmic neurons in layer 5 can 
tested the site of origin of the activity by initiate synchronized rhythms and project 
further dissecting the slices. When they were them on neurons of other layers. Thus, (i) 
cut vertically into narrow segments, r h y t h c  many of the pyramidal neurons of layer 5 
spontaneous activity continued independent- had the intrinsic ability to fire in stable, 
ly in each segment. These segments were then rhythrmc patterns at 5 to 12 Hz; (ii) frag- 
cut horizontally to isolate subsets of layers. ments of cortex containing only layer 5 were 
Rhvthmic acti&tv continued onlv in those sufficient to generate synchronized oscila- 
slice fragments that contained layer 5. Frag- tions at 4 to 7 Hz; (iii) fragments of cortex 
ments that consisted exclusively of layer 5 without layer 5 did not oscillate synchro- 

Fig. 3. Synchronized rhythmicity A 
in an intact slice bathed in a solu- 
tion with nominally zero M g +  Low Mg2t 

concentration. (A) Under control 
conditions there was no spontane- 
ous field potential activity, but 
shock (arrow) to deep layers 2 si--F1 

evoked brief, negative deflection -
(left). After 40- to 50-min wash in 
mekum with zero Mg2+ concen- 
tration, spontaneous rhythmic Control APV Wash 
potentials were recorded (middle), 
and these recurred at variable inter- Spontaneous 
vals (right). Starred event on the 
right is shown at high sweep speed 
in the middle. Left calibration ap- 
plies to the left and middle traces. 
(B) Both spontaneous and stimu- 	 0.3m"F+A
lus-evoked (arrows) synchronized 
rhythms at low Mg2+ concentra- 2 s 

tion were reversibly abolished by 10 to 50 pM APV. Monophasic responses could still be evoked in 
APV (lower, middle), but spontaneous events were absent (upper, middle). All recordings were made 
from the middle of layers 2 and 3 in intact slices. 

nously. The basal frequencies of rhythmic 
layer 5 cells and NMDA-dependent popula- 
tion rhythms overlap the frequency range of 
many EEG patterns. Networks of neocorti- 
cal neurons may be the exclusive pacemakers 
for some EEG rhythms. Alternatively, the 
rhythrmcity of layer 5 could interact with 
periodic subcortical input. For example, 
spindle activity can be generated in the 
thalamus (4), and the resonance of cortical 
layer 5 would facilitate this. The pacemaker 
for cortical alpha rhythms (8 to 12 Hz) is 
unknown, and some evidence suggests they 
are generated within cortical layers (25). 
High-frequency (20 to 80 Hz) rhythms 
associated with sensory coding in visual 
cortex (3) may also arise within the cortex 
(6). Although these are faster than the basal 
rhythms of layer 5 cells, a computational 
model indicates that neurons with low in- 
trinsic rates of oscillation can, when appro- 
priately coupled synaptically, generate pop- 
ulation rhythms of much higher frequencies 
(8).

Our results imply that synchronized 
rhythmicity in neocortex depends on the 
tonic activation of NMDA receptors by 
endogenous glutamate (26). NMDA recep- 
tors have also been implicated in the syn- 
chronized bursts of layer 5 neurons during 
slow-wave sleep but not during spindles 
(27). I t  is very likely that the intrinsic rhyth- 
micity of the layer 5 network is modulated 
by a variety of diffise neurotransmitter sys- 
tems (4, 28). These could provide a mecha- 
nism for switching cortical activity between 
nonrhythrmc and rhythmic modes, as behav- 
ioral contingencies demand. 
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of the natural agonist. Moreover, the meta- 
bolic instability of peptides limits their use- . - -
hlness for in vivo studies. We sought, there- 
fore, to discover a nonpeptide SP 
antagonist. 

In the current state of our understanding 
it is not yet possible to design de novo 
nonpeptide molecules with high affinity for 
a macromolecular receptor. Moreover, com- 

CP-96,345 [(2S, 3S)-cis-2-(diphenyhethyl)-N-[(2-methoxyphenyl)-methyl]-l-azabi-puter-assisted molecuiar modeling has not 
cyclo[2.2.2]octan-3-amine]is a potent nonpeptide antagonist of the substance P 
(NK,) receptor. CP-96,345 inhibited 'H-labeled substance P binding and was a 
classical competitive antagonist in the NK, monoreceptor dog carotid artery prepara- 
tion. CP-96,345 inhibited substance P-induced salivation in the rat, a classical in vivo 
bioassay, but did not inhibit NK,, NK,, or numerous other receptors; it is thus a 
selective NK, antagonist. This compound may prove to be a powerfd tool for 
investigation of the physiological properties of substance P and exploration of its role 
in diseases. 

SUBSTANCE P (SP) (ARG-PRO-LYS- There is also considerable evidence support- 
ing a role for SP as a neurotransmitter or  

was the first discovered and is 
Pro-Gln-Gln-Phe-Phe-Gly-Leu-Met-


yet produced a high-affinity receptor-active 
nonpeptide ligand. Accordingly, we used a 
chemical file-screening approach. The result 
of this effort was CP-96,345 (Fig. 1) [(2S, 
3s)-cis-2-(diphenylmethy1)-N-
[(2-methox-
ypheny1)-methyl]-1-azabicyclo[2.2.2]octan-
3-mine] (13), a potent inhibitor of [,H]SP 
binding to bovine caudate membranes. CP- 
96,345 was virtually equipotent to SP itself 
in the displacement of [,H]SP from bovine 
caudate membranes and had a median inhi- 
bition concentration (IC,, 2 SE) of 3.4 2 

0.8 nM (Fig. 2A). In the same assay system, 
unlabeled SP and the peptide antagonist 
[D-Pro2, D - T ~ ~ ~ . ~ ] S P  peptide),(Folker's 
were effective inhibitors of [3H]SP binding, 
with IC,, values of 2.2 2 0.3 and 2100 2 

Fig. 1. Structure of CP-96,345. 
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NH,) 
the best characterized member of the family 
of structurally related peptides known as 
tachykinins (1). Additional members shar- 
ing the COOH-terminal sequence Phe-X- 
Gly-Leu-Met-NH, (where X is Phe, Tyr, 
Val, or Ile) of SP include neurokinin A and 
B and the amphibian peptides physalaemin, 
eledoisin, and kassinin (2).The current no- 
menclature designates the receptors for SP, 
neurokinin A, and neurokinin B as NK,, 
NK,, and NK,, respectively. These peptides 
and their receptors are widely distributed in 
the body and are involved in numerous 
physiological activities (3-5), such as vasodi- 
latation (6 ) ,smooth muscle contraction (7) ,  
and stimulation of salivary secretion (8). 
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neuromodulator, particularly in the trans- 
mission of painhl stimuli from the periph- 
ery and in interactions with other neuro- 
transmitters in the brain (3, 5, 9) .Substance 
P also plays a role in the activation of cells of 
the immune system, including mononuclear 
leukocytes (monocytes and lymphocytes) 
and polymorphonuclear leukocytes (10). 

Studies of the biological effects of these 
peptides have relied primarily on the ability 
of agonists to  effect contractile responses in 
tissues that, in many cases, contain more 
than one type of tachykinin receptor. The 
characterization of these receptors has been 
incomplete because of both an overlapping 
specificity of the peptide agonists and the 
lack of stable, potent antagonists (1 1). Al- 
though peptide antagonists of the SP recep- 
tor have been described (IZ), their affinity is 
several orders of magnitude lower than that 


