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The Dvnamics of the Stratospheric Polar 
Vortex ahd Its Relation to sprhgtirne Ozone 

Depletions 

Dramatic springtime depletions of ozone in polar regions 
require that polar stratospheric air has a high degree of 
dynamical isolation and extremely cold temperatures nec- 
essary for the formation of polar stratospheric clouds. 
Both of these conditions are produced within the strato- 
spheric winter polar vortex. Recent aircraft missions have 
provided new information about the structure of polar 
vortices during winter and their relation to polar ozone 
depletions. The aircraft data show that gradients of po- 
tential vorticity and the concentration of conservative 
trace species are large at the transition from mid-latitude 
to polar air. The presence of such sharp gradients at the 
boundary of polar air implies that the inward mixing of 
heat and constituents is strongly inhibited and that the 

HE STRATOSPHERE IS THE ATMOSPHERIC REGION JUST 

above the tropopause, between roughly 12 and 50 km (100 
and 1 mb in pressure). Within this region the air temperature 

generally increases with altitude rising from -50°C or lower at the 
tropopause to greater than -20°C at 50 km. The relative warmth of 
the stratosphere results from the absorption of solar ultraviolet 

perturbed polar stratospheric chemistry associated with 
the ozone hole is isolated from the rest of the strato- 
sphere until the vortex breaks up in late spring. The 
overall size of the polar vortex thus limits the maximum 
areal coverage of the annual polar ozone depletions. 
Because it appears that this limit has not been reached for 
the Antarctic depletions, the possibility of future increases 
in the size of the Antarctic ozone hole is left open. In 
the Northern Hemisphere, the smaller vortex and the 
more restricted region of cold temperatures suggest 
that this region has a smaller theoretical maximum for 
column ozone depletion, about 40 percent of the current- 
ly observed change in the Antarctic ozone column in 
spring. 

radiation by O,, which has its highest mixing ratio in the strato- 
sphere. This heating by solar absorption is balanced by cooling 
through emission of thermal infrared radiation, primarily from the 
15-p,m band of CO,. After the autumnal equinox, the polar regions 
fall into darkness and the solar ultraviolet heating ceases. Emission 
of thermal radiation quickly cools the polar stratosphere to temper- 
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atures much lower than those of the mid-latitude stratosphere. A 
latitudinal pressure gradient then develops between the pole and 
mid-latitudes, which combined with Earth's rotation, produces a 
circumpolar belt of westerly winds rrfirred to as the polar night jet 
or polar vortex. Wind speeds in this jet may exceed 100 m s-'. In 
thisartidc,wediscussthercccntevi~ondrcdynamicsofthe 
polar vortex and its relationship to polar ozone depletions. 
Although taqmamm within thc polar vortex in wintuthc arc 

basically driven by radiative proocsscs, they arc also detamined by 
dynamics and the transport of heat by atmospheric motions. ZonaUy 
JYMlKnic cirmlations arc rclativdy indcient at transporting heat 
in a rotating fluid such as Earth's atmosphere (I). Thus in order fix 
ampe!ratures within the polar vortex to dcpart s** from 
diativcly dctamined values, thermal transport by wave motions is 
required. The most important waves fix mixing in the stratosphere 
arc planetary-scak Rossby waves, or planetvy waves, which prop 
agatc upward tiom the troposphere. Stratospheric planetary waves, 
first described in the early 1960s (Z), ace associated with large 
amplitude quasi-stationary stratospheric ktures such as the Aku- 
tian anticyclone. Planetary waves arc also responsible fix the inter- 
mittcnt brrakQwns of thc polar-vortcx stnrctun called sudden 
stratospheric warm@. In the Northern Hanisphac, midwinter 
sudden stratospheric warm@ oilen lead to a temporary mcrsal of 
the north-south zonal mean t e m v  gradient (3). 

Chemistry in the Polar Vortex 
Under normal winter conditions in the lowcr stratosphere, the 

ampe!ratureswithinthcpolarvortex~low~~)~thatdoudsof 
nitric acid aihydrate and ice can fbnn dcspitc the dryness of the 
matosphere (2 to 4 ppm mixing ratio of H20). Thcsc do& arc 
rrf;urcd to gamically as polar stratospheric clouds (PSCP) (4). Pure 
ice do& brm near -88°C at 50-mb press- (mghly 20 h), an 
atreme temperature! that is rarcly maintained b r  long paiods 

M . R S c h o c b a t i s a d s c N a t i o n a l ~  
space Flight Ck!~ter, C3-q MD 20771. D. L 
hmqhk Saanxs, Unmmty of Wahmpn, =A 98195. 

Flg.1.ThcAntarcticpduvomxaldthc~ 
hdcon7Octobcr 1989. Uppaparcofthcfigurr 
(Eyiurdricllsrmcturcwithmissingwadgc)dKIws 
d r w i n d r  yinds*rangebrmo(dark 
Hue) to m s- (rod); the cylinda is centered 
anduswthpdc.Surficcpbtbdowsh0wsthc 
orognphyn0ttosclk;thcAndcsucthcduinOf 
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except in the A n d c  winter stratosphere. The douds ofniaic acid 
aihydrate tbrm at temperatures roughly 10°C warmer (9 and thus 
probably amunt tbr most of the PSCs. 

The PSCP are now rrmgnizad as the key ingredient in thc 
springtimt dcsauction ofozone and the tbnnation of the ozone hole 
(6). Thcy arc the sites fbr a group of hcteqcmous reactions that 
perturb the normal gas-phasc chanisay in the polar region. Thc 
most important h ~ c o u s  reaction is that which convats thc 
dativcly unrcactive chlorine species, chlorine nitrate and hydro- 
chloric acid (the dominant chlorine mavoirs), to molecular chlo- 
cine and nitric acid, 

where M is a third body molecule or particle. The molcdar chlorine 
is phobolyzui in the spring sunlight, and atomic chlorine quickly 
reacts with OS to &om the chlorine monoxide radical (ClO). 
Substamid cadytk O3 dammion at ratcs of0.5 to 1% per day 
begins with the fbrm;ltion ofthe dimcr (ClO), and the reaction of 
C40 with bnxnine monoxide (BrO) (7, 8) (also see accompanying 
article by Anderson et a1 .). 

Widespread ozone datruction during the A n d c  spring re- 
quires that the air firs be chilled below -78°C fix a &ent time 
that the polar stratospheric clouds can c&ct the amversion of 
chlorine firwn thc inactive mcwoir specks to the radical species ha t  
attack ozone. Elcvatcd concentrations of ClO and C1 must then be 
mainmined long enough to reduce su- the O3 conumtra- 
tion (8). such conditions occur over widcspd regions of dle 
Antarctic lower stratosphere, but not as extensively in the Arctic. 
Noncdrelcss, high levcls of C10 have bccn detcctd in the Arctic 
stratosphere along with evidence of 0, loss (9). 

To prrvcnt the conversion of ClO back to umea&ve chlorine 
nirrate dmugh the reaction of ClO with NO2, active nitrogar 
compounds must be suppressed, The fwmation ofPSCP scqucstas 
H N 0 3 i n a i h y d r a t e p a r t i d e s a f t a t h e h ~ r r a a i o n b y  
amdensation and also denitdies the vortex air. The ol>wmd omnc 
d c !  in both hemlqhcs is th+ contingent on the . . 
stratosphaerrm?iningdcllltnficdduringthepcriodof~~~leloss, 
andthismcansthatmid-latitudeaircomahhgconrainingnitmgcn 
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compounds cannot be mixed into the polar vortex. The dynamical 
characteristics of the polar vortex provide this chemical isolation, 
and the ozone hole develops poleward of the latitude of strongest 
westerly winds (Fig. 1). 

Structure and Evolution of the Polar Vortex 
The stratospheric polar vortex develops poleward and above the 

subtropical jet (Fig. 2B). The structure of the polar vortex is 
different in the two hemispheres. The winter jet in the Southern 

Latitude 

Hemisphere is far stronger than its northern counterpart and is 
associated with a larger poleward temperature decrease in the lower 
stratosphere. Polar cold pools in the lower stratosphere are evident 
in both hemispheres (Fig. 2A) and are located where PSCs are 
usually observed (4). The comparatively larger cold temperature 
region in the Antarctic stratosphere implies that PSCs form more 
effectively there than in the Northern Hemisphere and that there is 
a larger region for heterogeneous reactions to occur. 

The seasonal evolution of polar temperatures as cold as -70°C 
closely follows the onset of polar night (Fig. 3). The Southern 
Hemisphere thermal response is mainly radiative, in that it follows 
the seasonal changes of insolation fairly closely. The Northern 
Hemisphere begins to show a departure from this path in mid- 
December. These interhemispheric differences in stratospheric cli- 
matology can be traced to the more frequent disruption of the boreal 
vortex by planetary waves. 

Planetary waves are forced in the troposphere by large-scale 
orographic and thermal contrasts and can propagate into the 
stratosphere only when westerly winds are present (2). In the 
Northern Hemisphere, the great mountain masses of Asia and 
North America send large-amplitude Rossby waves upward to stir 
the stratosphere. The continent of Antarctica, however, is almost 
centered on the South Pole and is surrounded by ocean. Only the 
rather narrow band of the Andes disturbs the east-west symmetry of 
the surface conditions, and these mountains have little effect on the 
symmetry of the Austral polar vortex. 

After the autumnal equinox, radiative processes cool the polar 
stratosphere and a symmetric overturning begins with strong down- 
ward motion in the polar regions and weak rising motion elsewhere. 
Downward motion in the polar region warms the air through 
adiabatic compression, partially offsetting the radiative cooling 
which would otherwise take the temperature to -90°C or below 
(1 1). The descending air within the vortex carries with it the trace 
chemical composition of the upper stratosphere. Below 30 km the 
vortex temperature approaches radiative equilibrium, and the rate of 
descent within the vortex decreases. Outside the cold vortex, 
however, air is being laterally mixed by planetary waves. Thus, even 
though the diabatic descent may be more rapid exterior to the vortex 
(because the air outside the vortex is warmer and radiatively cooling 
rates are larger), this descent is largely countered by rapid lateral 
mixing by planetary waves. Thus during winter an apparent differ- 
ential vertical displacement of air between the vortex exterior and 
interior progressively develops. Aircraft measurements show that air 
inside the vortex appears to be displaced downward by 2 to 3 km 
compared to air exterior to the vortex on the same pressure surface 
(12). As we will describe below, these gradients are not produced by 
mean vertical motions alone, but by the combined effects of mean 
vertical motion and lateral mixing by planetary waves. 

The amplitude of upward-propagating planetary waves is ob- 
served to increase with altitude as does the magnitude of their heat 
transport. This increase in heat flux is seen in the weakening of the 
pole to mid-latitude temperature gradient above 25 to 30 km (Fig. 
2A). Above 30 km, winter stratospheric temperatures are too warm 
to support PSCs, and this altitude roughly marks the top of the 
highly isolated region of the polar vortex. 

The meridional gradients in concentration of various chemical 
tracers observed in midwinter and spring at the vortex boundary are 

Fig. 2. Temperature (in centigrade) (A) and westerly wind speed (in meters 
per second) (B) observations averaged around latitude circles for the winter 
months of January in the Northern Hemisphere and July in the Southern 
Hemisphere. The data thus show the corresponding winter seasons in both 
hemispheres. Data are from (10). Temperatures below -80°C (enclosed with 
a heavy contour) are preferential sites for PSC formation. 
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Fig. 3. Time evolution of the temperatures (A) and zonal winds (B) in the 
lower stratosphere (24 km, 30 mb). Northern Hemisphere data are shifted 
by 6 months to facilitate comparison. The heavy solid line marks the edge of 
polar night. Data are from (10). 

much sharper than would be expected from simple symmetric 
overturning or the latitudinal variation of radiative-equilibrium 
temperatures. Both recent polar stratospheric aircraft missions show 
that these tracer gradients are very sharp: the entire transition from 
mid-latitude to polar air characteristics takes place over a distance of 
several hundred kilometers (12). The sharp gradient in long-lived 
tracers provides a consistent marker of the edge of the polar vortex 
for periods of a month or more (13) and is a further indicator of the 
ability of the polar vortex to inhibit mixing (14). As discussed 
below, the sharpening of the meridional constituent gradient across 
the vortex edge appears to be directly related to the planetary wave 
erosion of the vortex edge. 

In the spring, solar heating of ozone returns to the polar regions, 
and the meridional temperature gradient begins to weaken (Fig. 3). 
The vortex wind system appears to transit abruptly to the summer 
circulation by way of an event called a final stratospheric warming. 
During the final warming, amplitudes of planetary wave displace- 
ment increase explosively, and the vortex shatters into smaller 
fragments that drift to mid-latitudes. These fragments still contain 
the chemically perturbed inner vortex air, including any ozone 
depletions that may have occurred, and can persist for weeks (15). 
The final warming usually develops in March in the Northern 
Hemisphere but may be as late as early December in the Southern 
Hemisphere. The reduced solar heating of ozone as a result of ozone 
depletion has been implicated in delaying the Austral final warming 
in 1987 (16). The stratospheric summer circulation is composed of 
weak easterly winds flowing symmetrically about the pole. 

Physics of the Polar Vortex 
Early models of the polar vortex were designed to investigate the 

sudden warming events and considered a single planetary wave 
propagating in a basic state vortex (17). With the advent of 
stratospheric global satellite observations in the last 10 years, a more 
synoptic picture of vortex development and decay has emerged. This 
synoptic viewpoint has been sharpened by the widespread use of 

potential vorticity (PV) as a flow diagnostic (18). Potential vorticity 
is the dot product of the absolute vorticity vector and the gradient 
of a conservative thermodynamic property. PV is conserved for 
adiabatic, frictionless flows. The thermodynamic variable most often 
chosen is potential temperature (19). If we use potential temperature 
as the vertical coordinate, then PV has a simple scalar definition: it 
is the sum of the planetary vorticity, f (due to Earth's rotation), and 
z, the local vertical component of the curl of the velocity field 
measured on a potential temperature surface, multiplied by a 
lapse rate factor, S 

The lapse rate factor is a measure of the vertical distance between 
isentropic (potential temperature) surfaces (20), which are material 
surfaces for adiabatic flow. This factor accounts for the increase or 
decrease in vorticity that can occur when fluid tubes become 
vertically stretched or compressed. Because P V is conserved for most 
real atmospheric flows and because it can be derived from a field of 
temperature observations, it becomes a powerful diagnostic for 
transport of trace species (21). 

As the vortex spins up in early winter, PV builds up rapidly in the 
polar region and the PV gradient between-the subtropics and the 
pole increases. [PV is not conserved under the diabatic seasonal 
change in insolation, although some important PV conservation 
theorems still hold (ZI).] The positive PV gradient is required for 
the existence of planetary waves, which are essentially oscillations 
between the relative and planetary components of vorticity. Plane- 
tary waves propagate into the vortex along the PV gradient and are 
refracted toward low latitudes (22). Because the energy of vertically 
propagating planetary waves is nearly conserved along the direction 
of propagation, their amplitude increases as the density decreases 
with altitude. Eventually the wave amplitudes become large enough 
to overcome the mean PV gradient, and the waves then "break," 
laterally rotating the north-south PV gradient and causing irrevers- 
ible mixing of PV and attendant chemical species (23). The pole- 
ward transport of heat during a wave-breaking event causes a 
stratospheric warming. 

Because of the equatorward propagation of planetary waves, 
planetary wave brealung and associated constituent mixing occurs 
preferentially on the equatorward edge of the polar vortex, where a 
mid-latitude "surf zone" is created (23). The surf zone or rapid- 
mixing region effectively flattens the PV pole-to-equator gradient at 
mid-latitudes while steepening the gradient at the edge of the surf 
zone. The process is analogous to the strengthening of constituent 
gradients at the edge of turbulent regions (24). 

Stratospheric major midwinter warmings usually begin with a 
displacement of the vortex from the pole toward mid-latitudes, or 
sometimes the vortex is split into lobes. Even during the warming 
the air in the vortex remains isolated as erosion of PV and trace 
species from the edge of the vortex sharpen the gradient. During the 
warming, the area covered by the high PV region rapidly decreases 
because of the erosion. After a midwinter stratospheric warming, the 
svstem usuallv recovers somewhat as the smalle; vortex moves-back 
to its polar position. 

It is the increased number of the stratospheric warmings or 
erosion events in the Northern Hemisphere compared to those in 
the Southern Hemisphere that is responsible for the interhemi- 
spheric differences in the extent of the vortex (Figs. 1 and 2). The 
overall frequency of wave breaking events also determines the 
effective isolation of the vortex air. For this reason. the most isolated 
region of the vortex begins a few kilometers above the tropopause 
(as the influence of tropospheric weather systems dies out) and ends 
at about 30 km, above which planetary wave breaking is more 
frequent (25). The position of the upper vortex boundary will, of 
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course, change from year to year depending on the interannual 
variability of planetary wave activity. Midwinter stratospheric warm- 
ing events are intermittent, occurring once or twice a season in the 
Northern Hemisphere but rarely in the Southern Hemisphere (3). 

The erosion of the vortex and the sharpening of gradients along 
the edge of the polar vortex associated with the mid-latitude wave 
breaking have been dramatically illustrated with high-resolution 
computer models (26). These models, which usually use two- 
dimensional (latitude-longitude) representations of flow along an 
isentropic surface, show that little mid-latitude air penetrates to the 
vortex interior but that material along the vortex edge continues to 
be eroded into filaments that are rapidly mixed into mid-latitudes. 
These models appear to give a good representation of the overall 
vortex erosion process as observed in the stratosphere, and their 
results suggest that it is the more rapid erosion of the vortex by the 
planetary waves in the Northern Hemisphere that shifts this system 
away from the near-radiative equilibrium path characteristic of the 
Southern Hemisphere stratosphere (Fig. 3) (27). 

Aircraft Observations 
High resolution computer simulations of the polar vortex show 

fine-scale features and processes that cannot be resolved with 
observational analyses of stratospheric flow patterns based on bal- 
loon or satellite data. ~ l m o s t - a t  the s&e time that the first 
high-resolution model results were being published (26), the Air- 
borne Antarctic Ozone Experiment (AAOE) was investigating the 
Antarctic ozone depletion using specially equipped ER-2 and DC-8 
aircraft (28). A second expedition, the Airborne Arctic Stratospheric 
Expedition (AASE), investigated the Arctic polar vortex in January 
and February 1989 using the same aircraft (29). 

During AAOE, the high altitude ER-2 was able to fly within the 
Antarctic ozone hole and obtain in situ measurements. The ER-2 
made nearly continuous observations of N,O (a long-lived trace 
gas), 03, C10, winds, temperature, and lapse rate. From the 
meteorological variables, P V can be estimated' 

The data from the ER-2 show clear evidence of coincident, sharp 
gradients in N,O and PV, both of which should be conserved on 
advective timescales in the polar stratosphere (Fig. 4). The sharp 
decline of N,O and the increase of PV toward the pole are both 
indicative of the combined effects of the downward displacement of 
air inside the vortex and subsequent enhancement of the gradient by 
erosion of the outside edge of the vortex. This sharpened gradient 
structure is consistent with expectations derived from theory and 
high-resolution numerical models but is not captured in global 
m;teorolog.ical analvses with coarser resolution. " 

In the polar vortex, the region where O3 can be removed most 
rapidly is coincident with the region of high C10. This region, 
sometimes called the chemically perturbed region (CPR), lies inside 
the vortex but does not coincide-exactly witk the edge of the vortex 
as defined by the steepening of the N,O gradient (Fig. 4A). For 
both the Antarctic and Arctic data, C10 increases slightly just 
poleward of the relatively sharp decrease in N,O (60"s in Fig. 4A; 
68"N in Fig. 4B). A second larger increase in C10, defining the CPR 
edge, occurs in the Antarctic data at 66"S, coincident with a second 
smaller decrease in N,O. This large C10 change coincides with the 
region where temperatures are consistently below -75°C and PSC 
formation is more or less continuous. The DC-8 measurements 
indicate that CIONO, is anomalously high equatorward of the 
CPR, and NO, also increases rapidly there as well, although HCI is 
still low (30). Clearly, the active nitrogen species in the region 
between the dynamical edge of the vortex at 60"s and the CPR at 
66"s are not suppressed. This region retains an abundance of active 

Latitude (S) 

Latitude (N) 

Fig. 4. The structure of the Antarctic (A) and Arctic vortex (B) as observed 
by high-altitude aircraft near 20 km. The diamonds are measured N 2 0  
averaged into 0.5" latitude and 16 K potential temperature bins. The inside 
of the vortex is the region poleward of the sharp decrease in N 2 0  (low values 
are at the top of the graph). The connected data points show CIO. High 
abundances of CIO indicate the presence of chemically perturbed air in the 
vortex. The thin line is potential vorticity derived by the authors from 
National Meteorological Center gridded global analysis. The small circles 
show potential vorticity derived from the aircraft data. Potential vorticity is 
defined as a positive quantity in both hemispheres in these figures. 

nitrogen radicals so that any C10 formed heterogeneously will 
recombine with ambient NO, and thus return chlorine to the 
reservoir CIONO,. The region between the Austral vortex edge and 
the CPR appears to be chemically more characteristic of the Arctic 
vortex. 

Chlorine monoxide formation in the Arctic vortex (Fig. 4B) 
appears to be associated with PSC events rather than with the 
continuous processing that occurs deep inside the Antarctic vortex. 
These PSC events are associated with the temporary cooling of air 
parcels to temperatures below the PSC condensation point through 
adiabatic expansion. For example, tropospheric cyclones can pro- 
duce an upward bulge in the tropopause. This bulge acts like an 
orographic feature and results in adiabatic expansion, cooling, and 
stratospheric PSC formation as air passes over the bulge. During 
AASE, dramatic PSC events occurred near the edge of the vortex as 
a result of tropospheric cyclones (31). Such PSC events may be the 
most important Arctic and extra-CPR Antarctic C10 production 
mechanism because 50-mb average temperatures in these regions are 
usually above -78°C. The PSC events in the Antarctic vortex are 
often associated with the growth of cyclones near the Ross Sea (32). 

Potential vorticity calculated from the global National Meteoro- 
logical Center analysis only approximates the variations seen in N,O 
(Fig. 4), but PV estimates from aircraft meteorological data show a 
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better correspondence with N20. Analysis of the AAOE and AASE 
data show that N 2 0  and P V provide consistent information about 
relative position in the vortex and can be used as surrogates (33). 
The aircraft observations of steep gradients at the edge of the polar 
vortex verify the predictions from high-resolution numerical mod- 
els. Furthermore, the presence of sharp gradients implies that 
mixing across the vortex %alln is limited because such sharp 
gradients can only occur at the edge or outside of vigorous mixed 
regions (14). This result means that the region of ozone depletion is 
not a lateral "flow-through reactor" for a large volume of strato- 
spheric air. Nor can a significant amount of air enter through the top 
of the isolated region without disturbing the near-radiative equilib- 
rium conditions in the vortex. It is possible that some lateral air 
exchange may occur near the tropopause through the action of 
tropospheric systems penetrating into the stratosphere, but this 
process has not been quantified (34). The effect of the ozone hole 
cannot be felt at mid-latitudes until the vortex breaks up (14). 

Year-to-Year Variability in the Polar Vortex 
The year-to-year variability of planetary wave activity in both 

hemispheres produces a corresponding response in the strength and 
temperature of the polar vortex. These year-to-year fluctuations in 
the vortex strength and temperature appear to dominate over the 
slow increase in available stratospheric C1 in determining the 
year-to-year variability of the severity of the ozone hole. Studies 
indicate that year-to-year variations in planetary wave activity gen- 
erally follow the phase of the quasi-biennial oscillation (QBO) in the 
tropical winds at the lower stratosphere, with more activity during 
easterly phase years, and that the ozone hole tends to exhibit the 
same variability (35). For example, in the QBO westerly year of 
1987, the ozone destruction in the Antarctic lower stratosphere was 
almost complete (36). In the QBO easterly year of 1988, the 
planetary wave activity was high, polar temperatures were warm, 
and the zonal mean vortex winds were weak (Fig. 5). In October 
1988 the ozone depletion was much less than in 1987 (37). 

The sensitivity of the ozone hole to dynamical activity is not 
unexpected because slight modulation of the vortex temperatures by 
planetary waves could greatly modulate the regional coverage of 
PSCs. Indeed, any planetary wave activity at all will tend to weaken 
the ozone depletion by raising the vortex temperatures (38). 

Implications for the Future 
One of the most important questions is: Are the polar ozone holes 

going to increase in size? The Antarctic ozone hole depletion is 
principally confined to the region inside the polar vortex where 
lower stratospheric temperatures remain below about -78°C for 
several months and PSCs are frequently observed. The areal extent 
of the -78°C region is determined by planetary wave activity that 
takes place during the fall and winter, before the springtime ozone 
depletion begins. Thus the maximum size of the Antarctic ozone 
hole would appear to be fixed first by the size of the core of cold 
temperatures in the vortex, which locates the CPR, and then by the 
dynamical boundary of the polar vortex as defined by the edge in the 
N20. Radiative transfer computations indicate that the 1987 Ant- 
arctic vortex approached radiative equilibrium (39), meaning that 
dynamical heat transport was very weak. Analysis of trace constitu- 
ent data from aircraft also indicates that mixing was weak in 1987 
(14). It is therefore doubtful that the areal extent of the pool of cold 
air in the vortex could increase beyond that observed in 1987 
through purely dynamical mechanisms. 

1 F M A M J J  A S O N D  1 F M A M J  J  A S O N D  1 
1987 1988 1989 

Date 

Fig. 5. Two years of 50-mb (20 km) stratospheric zonal wind data (A) and 
zonal mean total ozone data (B) in the Southern Hemisphere. Shading 
denotes the 200-DU boundary of the ozone hole and wind values of 50 m 
s-'. Winter winds are strongest in the year when a severe spring ozone 
depletion develops. Ozone contours end in the polar night region where the 
satellite cannot take data. 

However, there is another possibility for expansion of the ozone 
hole. In the Arctic, ozone depletion occurs in regions where PSC 
appearance is more episodic than continuous. It is also clear that the 
region between the Antarctic CPR and the vortex boundary has 
been exposed to heterogenous chemistry, as indicated by slightly 
elevated C10 levels and perturbed chlorine nitrate and HCI concen- 
trations there (30). ~ h e k  may also be evidence of ozone depletion 
in that region (40). The present chemical perturbation of the Arctic 
and extra-CPR Antarctic depletions result from intermittent PSC 
appearance associated with &oposphere cyclonic uplift or internal 
gravity waves. 

As the concentration of reservoir chlorine compounds in the 
stratosphere continues to increase, this intermittent processing will 
generate a higher concentration of chlorine radicals i d  thereby lead 
to increased ozone destruction. Thus the Arctic vortex and the 
region outside the Antarctic CPR will likely show increased ozone 
loss in the next 10 years. If the Antarctic o k n e  depletion reaches the 
dynamical vortex boundary, then the ozone hole will effectively 
double in area because the chemically perturbed region currently 
occupies only about half the present area of the Antarctic vortex. 

  he ~ r c t i c  vortex covers ;bout half the area of the Antarctic 
vortex in the respective spring seasons when the ozone depletion 
occurs, and the coldest regions are between 20 and 50 mb. If ozone 
were totally removed from that region, the ozone column would 
experience only about 40% of the decrease observed in the 1987 
Antarctic depletion (roughly 40 Dobson units). Thus the most 
severe Arctic ozone hole will never rival the current Antarctic 
depletions unless stratospheric climate or water vapor content 
changes (41). 

Stratospheric climate is controlled principally by the radiative 
balance between heating through absorption of ultraviolet radiation 
by ozone and C 0 2  cooling through emission of infrared radiation. 
In order to produce more substantial ozone depletions in springtime 
by the mechanisms involving PSCs, the polar vortex must become 
colder, larger, or more It can become colder through 
radiative processes, either through reduced solar absorption by 
ozone, or by more efficient emission of thermal energy by C 0 2  or 
water vapor. Atmospheric C 0 2  is increasing as a result of fossil fuel 
burning and other causes, and as it increases the stratosphere will 
cool (42). A similar effect will occur as global stratospheric ozone 
decreases. Methane, an important source of water in the strato- 
sphere, is also increasing & the atmosphere, and increased water 
vapor would increase the probability of PSC formation (43). While 
these mechanisms for enhancing the polar ozone depletions are 
plausible qualitatively, their quantitative effect is probably rather 
small, at least during the next couple of decades. The greatest 
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impediment to a strengthened Arctic vortex, and hence to a signif- 
icant amplification of the Arctic ozone hole, is the vigorous m&ing 
provided by the planetary waves that propagate upward from 
sources in the troposphere. The generation of large-amplitude 
planetary waves is intermittent--one might even say chaotic-and 
such chaotic generation leads to substantial interannual variability in 
the strength and longevity of the Arctic polar vortex. A significant 
change in the amount of planetary-wave stirring provided from the 
troposphere to the stratosphere is unlikely, although the possible 
development of such a trend as the stratosphere cools because of the 
increasing levels of greenhouse gases cannot be ruled out. 
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