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One goal of mammalian neurobiology is to understand 
the generation of neuronal activity in large networks. 
Conceptual schemes have been based on either the prop- 
erties of single cells or of individual synapses. For in- 
stance, the intrinsic oscillatory properties of individual 
thalamic neurons are thought to underlie thalamic spin- 
dle rhythms. This issue has been pursued with a computer 
model of the CA3 region of the hippocampus that is 
based on known cellular and synaptic properties. Over a 
wide range of parameters, this model generates a rhyth- 
mic activity at a frequency faster than the firing of 
individual cells. During each rhythmic event, a few cells 
fire while most other cells receive synchronous synaptic 
inputs. This activity resembles the hippocampal theta 
rhythm as well as synchronized synaptic events observed 
in vitro. The amplitude and frequency of this emergent 
rhythmic activity depend on intrinsic cellular properties 
and the connectivity and strength of both excitatory and 
inhibitory synapses. 

R HYTHMICAL OSCILLATIONS I N  POPULATION ACTIVITY OC- 

cur in many neuronal systems. They may produce behaviors 
such as chewing, breathing, and walking. Population oscil- 

lations in the cortex are responsible for rhythmical waves in the 
electroencephalogram (EEG). The functional correlate of cortical 
rhythms is not known. Wiener (1) suggested that the alpha rhythm 
from visual parts of the cortex subserved a sensory gating function. 
Hippocampal theta EEG activity can be phase-locked to sniffing in 
rats ( 4 ,  suggesting that it may be involved in generating rhythmical 
motor output or in sensory information processing. Repetitive 
synaptic activation at frequencies in the range of the theta rhythm 
may also facilitate synaptic plasticity (3). Whatever the role of 
cortical oscillations, the analysis of their generation offers insight 
into the organization of the neuronal networks involved. 

Oscillations in the cortical EEG reflect correlated synaptic inputs 
in underlying cortical cells. Cellular firing is usually less well 
correlated with the EEG than are synaptic events (4, 5 ) .  It is not 
clear how correlated synaptic inputs can therefore arise. Coherent 
rhythmic afferent inputs, from the thalamus for instance, may 
contribute to rhythmicity of the cortical EEG. However, rhythmic 
synchronous synaptic potentials have also been observed in dual 
intracellular recordings from hippocampal and cortical slices. In 
vitro synchronous synaptic events cannot reflect projected activity 
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from another brain region. These cortical regions in isolation can 
thus autonomously produce population oscillations. Here we dis- 
cuss a computer model of the CA3 region that reproduces this 
activity of the hippocampal slice. We then establish some connec- 
tions between rhythmic oscillations in the slice and EEG waves in 
vivo, particularly hippocampal theta rhythm. 

At least two possible mechanisms might determine the frequency 
of rhythmical oscillations in a population of neurons: (i) the 
intrinsic oscillatory properties of the individual cells and (ii) the time 
courses of synaptic currents. For example, for case (i), in cardiac 
sinoatrial node cells ( 6 ) ,  inferior olivary neurons (7 ) ,  thalamocortical 
relay cells ( 8 ) ,  and nucleus reticularis thalami (NRT) neurons (9) ,  
there are intrinsic rhythms determined by the kinetic properties of 
membrane ca2+  and K+ currents. When the cells are coupled 
together via electrotonic junctions (heart and inferior olive) or via 
inhibitory synapses (NRT), population oscillations emerge at the 
same, or nearby, frequencies (10). For case (ii), on the other hand, 
Lopes da Silva (11) and Freeman (12) have demonstrated how the 
time course of recurrent inhibition can, in effect, filter out a 
particular population frequency when a network of neurons is 
driven by appropriate types of noise. 

Our model suggests that neither intrinsic cellular properties nor 
the time course of synaptic currents are sufficient, by themselves, to 
account for rhythmic population activities in the hippocampal slice. 
Some of the reasons for this are as follows. (i) Both experimentally 
and in simulations, the strength (not just the time course) of 
excitatory and inhibitory synapses influences the amplitude and 
frequency of population oscillations. (ii) Hippocampal neurons can 
generate intrinsic bursts, that is, sequences of three or more action 
potentials; however, population oscillations (detected as synchro- 
nized synaptic potentials) can occur at significantly shorter intervals 
than does bursting in any single neuron. Rhythmic synchronized 
synaptic potentials may be recorded at intervals as brief as 250 to 
300 ms, whereas we have never recorded repetitive bursting in a 
hippocampal pyramidal cell in vitro at intervals less than 350 ms. 
Indeed, cell firing is infrequent during rhythmic synchronized 
activity. (iii) In our model, synchronized synaptic potentials can 
occur at intervals too long to correspond to any of the synaptic 
currents. The existence of emergent aspects of the population 
behavior emphasizes the importance of the computer for this kind of 
study (13). 

Our hippocampal model now contains 9900 neurons and can 
simulate synchronized population bursts that propagate smoothly 
from one end of a 1-cm longitudinal CA3 hippocampal slice to the 
other (14); a large number of cells is necessary in the model to 
reproduce the synchronization process that develops locally via 
recurrent excitatory synapses and at the same time to have sufficient- 
ly extended circuitry to allow a propagating wave to occur. Our 
model contains about half the number of neurons that actually occur 
in the experimental preparation. Although many of the basic 
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features previously reported (13) are preserved in the large system, 
new features have emerged. These include complex spatial patterns 
in the initiation of population discharges and the ability of the 
system to regulate the spatial coherence of population bursts by 
changing the mean excitability of the cells. 

Synchronized Population Events: 
Experimental Observations 

Synchronized rhythmic cellular activities have been observed in 
vitro in slices of human lateral temporal neocortex and of monkey 
and guinea pig hippocampus (15-18) as rhythmic extracellular field 
potentials in apical dendritic layers (19) or as repeating simultaneous 
synaptic potentials in dual intracellular recordings (15-1 8). This 
behavior does not appear to be an indicator of epileptogenesis. 

In vitro synchronized cellular activity can be modified by pharma- 
cologic blockade of fast y-aminobutyric acid (GABA)-mediated 
inhibition. In some cases (15) such blockade leads to a diminution of 
synchronized activities. Picrotoxin, a blocker of GABAA synapses, 
causes intracellularly recorded simultaneous synaptic potentials to 
become both larger and less frequent as inhibition is blocked (18). 
The events also become predominantly excitatory as inhibition is 
blocked (18). Schneiderman has observed similar effects on extracel- 
lular field potentials as inhibition is progressively blocked with 
penicillin (19). At the stage where fully synchronized epileptiform 
bursts begin to occur, partially synchronized events may continue to 
be present (19). 

A second method for modulating rhythmic activity in the hippo- 
campal slice is to stimulate tetanically an afferent pathway (20). 
Again, synchronized synaptic potentials increase in amplitude and 
decrease in frequency. The tetanic stimulation affects synaptic 
transmission along both excitatory and inhibitory pathways. The 
fact that rhythmic behavior appears after-and its form is modulated 
by-plastic changes in synaptic function further indicates that this 
activity is of physiological relevance. 

An example of repeating synchronized synaptic potentials in a 
"normal" (not disinhibited) slice is shown in Fig. 1. This figure 
illustrates some of the paradoxical features of this type of activity. (i) 
The shape of synaptic events is not constant and (ii) cellular firing is 
infrequent. Further evidence for (ii) comes from the small size of the 

Fig. 1. Synchronized syn- 
aptic potentials. (A) Si- 
multaneous intracellular A 
potentials kom two 
pyramidal neurons, about 
i00  km apart, recorded .E I I 

in stratum pyramidale of $ 
the CA3 region of a $ $ - 
transverse guinea pig 15 mV 

IS 
hippocampal slice bathed 
in normal medium (that 
is, without blockade of 
svnaotic inhibition). 
~1ic;~re~aration and re- j 
cording techniques are Ti; 
described in (28). The 
repeating synaptic events, 67 
usuallv inhibitow. are 15 mV I - . - 
often ' phase-lockid be- 
tween the two cells. Firing is infrequent. These two cells were not electroton- 
ically coupled. (6) Two simultaneous pyramidal cell potentials from a 
simulation of a network of 9000 model pyramidal cells and 900 inhibitory 
cells. Portions of these records are clearly rhythmical, whereas in other 
portions rhythmicity is less clear. Examination of the population as a whole is 
necessary to see the underlying rhythmicity (Fig. 3). Action potentials are 
truncated for both experiment and simulation. 

field potentials, less than 0.6 mV, associated with this type of 
synchronized event (19). (iii) An underlying rhythmicity is not 
always apparent from inspection of a pair of intracellular records, 
particularly when inhibition is putatively normal; rhythmicity be- 
comes more continuous in intracellular records when inhibition is 
partly blocked, but even then, the interevent intervals are not 
precisely constant (1 8, figure 8). The continuous repeating character 
of the events is apparent in field potential records (19) or in plots of 
total population activity in the model. Our model, based on 
established physiological principles outlined here, reproduces the 
basic features of this behavior (Fig. 1B). Activity in the model is 
driven by random spontaneous bursting of pyramidal cells (21). 
Each partially synchronized event represents an attempt by the 
neural circuitry to generate a fully synchronized event through the 
recurrent excitatory synaptic connections. Spread of activity along 
these connections is limited, however, by cellular refractoriness from 
previous rhythmic events, and also by synaptic inhibition. 

Model of the CA3 Region 
In the course of our studies of the CA3 region, we have developed 

a computer model of this structure (1 4, 22, 23). Each neuron in the 
model is realistically simulated with multiple somatic and dendritic 
compartments (24). The critical features of this model, each justified 
experimentally, are as follows. 

1) Individual CA3 pyramidal neurons generate intrinsic bursts 
with long, intrinsic afterhyperpolarizations (AHPs) after the burst 
(25) .  These bursts occur spontaneously, in many neurons, at inter- 
vals of between 500 ms to several seconds. 

2) The excitatory synaptic connections between pyramidal neu- 
rons are powerful enough that a burst in a presynaptic neuron can 
evoke a burst in a postsynaptic neuron, provided the latter is not 
refractory from a recent burst or simultaneously inhibited (18, 26). 
Although recurrent excitatory connectivity is limited, there appear 
to be enough connections so that multiple polysynaptic paths run 
between any two cells. The network of excitatory synapses is 
responsible for the synchronization of bursting that occurs when fast 
inhibition is pharmacologically blocked. A pyramidal cell may 
respond to an excitatory input with an excitatory postsynaptic 
potential (EPSP) or with one or two action potentials, if the cell is 
hyperpolarized or if the presynaptic neuron does not fire a sufficient- 
ly prolonged series of action potentials. 

3) Excitatory synaptic connections are spatially restricted, at least 
in a statistical sense (Fig. 2). The evidence for this comes from 
experiments in longitudinal CA3 slices (14). A local shock elicits 
monosynaptic EPSPs in which the amplitude is smaller in cells 
situated further from the shock; axon conduction velocity of 
recurrent excitatory collaterals, determined from experiments such 
as this, is about 0.5 mis. On the other hand, a locally synchronized 
discharge propagates at only 0.1 to 0.2 mis and requires polysynap- 
tic circuitry. We reproduced these data with a model containing 
9000 pyramidal cells in a 40 by 225 array (Fig. 2) with the 
probability of connection between any pair of cells declining 
exponentially with distance between the cells. 

4) Both fast and slow inhibitoy postsynaptic potentials (IPSPs) 
(27) are activated by recurrent local circuitry, with disynaptic fast 
IPSPs having short latency (a few milliseconds) (23, 28). The 
recurrent circuitry for fast IPSPs has been obsenred directly, by 
eliciting disynaptic IPSPs during simultaneous penetrations of pairs 
of pyramidal cells. The evidence for recurrent activation of slow 
IPSPs is more indirect. For example, it has been observed that 
during synchronized bursts occurring in penicillin, CA3 cells devel- 
op an AHP that is resistant to intracellular EGTA (29), and hence 
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presumably is not an intrinsic Ca2'-dependent, K'-mediated poten- 
tial. During spontaneous "background" behavior (Fig. l ) ,  long- 
duration hyperpolarizing potentials (presumably slow IPSPs) occur 
in cells that have not recently fired, making it unlikely that the 
potentials are intrinsically mediated. Such hyperpolarizing poten- 
tials can occur in longitudinal CA3 slices that contain no CAI, hilar, 
or dentate granule cells that might provide feed-forward excitation 
onto the cells mediating slow IPSPs. This makes it likely that 
recurrent circuitry can activate the cells producing slow IPSPs. 

The above ideas have been synthesized into ;computer model 
(14, 30). This model was developed to analyze evoked activities, 
lasting 100 or 200 ms, under different conditions of inhibitory 
blockade. To study spontaneous activity, we endowed at least some 
of the neurons with the capacity to fire without external (that is, 
synaptic) stimulation (31). We used a random distribution of 
periodic burst properties and then explored the effects of changing 
the statistics of the distribution. Spontaneous activities in our model 
pyramidal cells were determined by assigning to each cell a randomly 
chosen depolarizing bias current (0.0 to 1.2 nA) and a randomly 
chosen time constant for relaxation of the intrinsic slow K' current. 
This corresponds to the assumption that if the cells were synaptically 
isolated. some would burst rhvthmicallv. while others would have , , 
various different subthreshold resting potentials. Furthermore, any 
population rhythmicity that occurs will not simply reflect identical 
time constants in the various cells for the slow K' current. In some 
simulations our usual distribution of bias currents (as used in Fig. 1) 
was multiplied by a constant, in effect modifying the excitability of 
the pyramidal cells (32). 

Simulation of Rhythmic Population Activities 
Although many individual model neurons burst rhythmically 

when synaptically isolated, the behavior of the system is quite 
different when the synaptic network is intact. Recurring synaptic 
potentials are recorded in the various neurons, corresponding to 
periodicity in the number of cells firing as a function of time (Fig. 1 
and Fig. 3, upper trace). The shape of the synaptic potentials is not 
uniform, as occurs experimentally (Fig. 1). Furthermore, firing of 
individual cells is both infrequent and not periodic, the latter 
schematically indicated in the lower section of Fig. 3. The popula- 
tion frequency (that is, the predominant frequency in the upper 
curve of Fig. 3) is much faster than the frequency at which any of the 
isolated cells would burst (Fig. 4). All of these cardinal features of 
the model are robust, in the sense that they persist over a wide 
choice of values of the system parameters, provided we adhere to the 
basic structural features of the CA3 region of the hippocampus 
outlined above. Specifically, population oscillations with these 
characteristics continue to occur when the following parameters are 
varied by 50% or more: the strength of excitatory synapses onto 
pyramidal cells or onto inhibitory cells, the strength of either fast or 
slow inhibitoy synapses, and the conductance of the slow ca2+- 
dependent K+ current. 

To compare the model better with experiment and to understand 
the mechanism by which a model based on such simple principles 
generates complex behavior, we tested the effects of varying basic 
parameters. We varied parameters alone and in combination, al- 
though not all possibilities could be tried, a typical simulation taking 
up to 8 hours of computation time. We were especially interested in 
the determinants of the amplitude and frequency of the rhythmic 
oscillation, as well as the pattern of initiation and time course of the 
individual synchronized events. 

Fast inhibition. Let us consider first "fast" GABAA-dependent 
inhibition since this can be blocked pharmacologically. As has been 

discussed elsewhere (13, 19), progressive blockade of fast inhibition 
leads to an increase in amplitude of synchronized excitatory synaptic 
potentials, with a decrease in frequency. Eventually, synchronized 
population bursts occur with interburst intervals of several seconds; 
in the presence of penicillin, population bursts may be preceded by 
one or more partially synchronized bursts (13, 19). In the model, 
decreasing fast inhibition also increases the amplitude of partially 
synchronized events and diminishes their frequency, but the fre- 
quency does not diminish to the same extent in simulations (down 
to about 1.5 Hz) as it does in experiments (down to about 0.5 Hz). 
The behavior in the model when fast inhibition is completely 
blocked depends on the strength of the excitatory synapses and on 
the mean excitability of the pyramidal cells. If excitatory synaptic 
strength is only just powerful enough to permit burst propagation 
between resting neurons, then fully synchronized population dis- 
charges do not occur in simulations; even with fast inhibition totally 
blocked, only partially synchronized discharges occur. When excit- 
atory synaptic strength is larger, for example, 2 to 2.5 times 
threshold for burst propagation, then fully synchronized population 
discharges do occur, with regularly repeating pattern. The number 
of interspersed partially synchronized events depends then on 
cellular excitability; partially synchronized events interspersed with 
fdly synchronized events occur only with larger cellular excitabili- 
ties. Unlike the experimental case, we do not see periods between 
population bursts as long as 5 s or more, unless artificial situations 
are created, such as allowing no spontaneous bursting except in one 
neuron forced to burst at the desired intervals. It is possible that 
experimentally, under conditions of full GABAA blockade and 
population bursting, a particularly slow form of inhibition is 
expressed, a form of inhibition not included in our model. 

Recuwent excitation. When fast inhibition is present (for example, 
with a peak unitary IPSP conductance of 10 nS), then progressively 

Fig. 2. Structure of the model. The 9000 pyramidal 
cells lie in a 40 by 225 array. A 4 by 225 array of 
inhibitory cells lies superimposed. The output con- 
nections of a single inhibitory cell (above) and a 
pyramidal cell (below) are shown, illustrating the 
different spatial distributions and axonal diver- 
gences. Each pyramidal cell has an average of 22 
outputs. Each inhibitory cell has an average of 220 
outputs (30). 
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increasing the strength of excitatory synapses (beyond an initial 
value above threshold for burst propagation) also has the effect of 
progressively increasing the amplitude of partially synchronized 
events and diminishing their frequency. When excitatory synapses 
are powerfbl enough (more than three times threshold for burst 
propagation), short trains of two to four synchronized bursts in a 
row are seen, at intervals of 100 to 200 ms. These bursts are 
reminiscent of polyspikes in EEG records; they have not been 
observed in slices, to our knowledge. On the other hand, when 
excitatory synapses between pyramidal cells are removed (but 
pyramidal cells still excite inhibitory cells as before), then the 
population activity becomes "disorganized," that is, no rhythmic 
oscillations are apparent. Thus, recurrent excitation is indeed critical 
for rhythmicity in this system; it is not the case here that recurrent 
inhibition alone leads to rhythmicity by, in effect, filtering noisy 
background activity. 

Cellulav excitability: Effects on amplitude and jequency of rhythm. 
Reducing the mean excitability from that in Figs. 1 and 3 (wherein 
1300 cells are capable of spontaneous bursting) significantly in- 
creased the interval between partially synchronized events. Intervals 
of more than 500 ms could be observed when only 36 cells were 
spontaneously active. Such large intervals between events are longer 
than the duration of slow IPSPs in the model (the time constant for 
decay of the slow IPSP conductance in the model being 100 ms); 
thus, slow inhibition is not the only determinant of frequency of 
synchronized events, at least under certain conditions. 

Diminishing excitability has two different effects: it reduces the 
number of spontaneously bursting cells and lengthens their inter- 
burst intervals; but it also tends to make propagation of bursting 
from cell to cell more difficult, as if excitatory synapses had become 
less effective. To allow for this second effect, we examined excitabil- 

500-ms 

Fig. 3. Rhythmic population activity with nonrhythmical bursting in 
individual cells. The simulation is the same as in Fig. 1B. (Upper trace) The 
number of pyramidal cells (9000 in all) that are depolarized more than 20 
mV (the potential at which they are capable in the model of generating 
axonal output). (Middle trace) Potential of a single cell. It bursts at a much 
slower rate than the population oscillatory rate. (Action potentials are 
truncated.) The cell demonstrates repeating synaptic potentials in which the 
shape changes with the relative admixture of excitatory, fast inhibitory, or 
slow inhibitory inputs. (With different parameters, for example, larger 
excitatory strength and lower cellular excitability, synaptic potentials are 
predominantly excitatory.) (Lower section) For 12 different neurons a 
vertical bar is inscribed at times when the respective neuron fires a burst. The 
resulting "musical score" emphasizes the irregular firing patterns of the 
individual cells, in contrast to the global oscillation of the population as a 
whole. When the cells are synaptically isolated from each other, any cell 
bursting repeatedly will burst rhythmically (not shown). 

ity changes at two different levels of excitatory synaptic strength 
("weak" and "strong," with the unitary conductance in the strong 
case twice that of the weak case, and the weak case still above 
threshold for burst propagation between resting neurons). In either 
case, reducing excitability of the pyramidal cells led to a diminished 
frequency of partially synchronized events. With strong excitatory 
synapses, mean excitability had little effect on the amplitude of 
partially synchronized events. With weaker excitatory synapses, 
increasing excitability diminished the amplitude of the events (ex- 
cept at extremelv weak excitabilities. that is. with onlv three cells 
capable of spontaneous activity). Schwartzkroin and Haglund (15) 
increased the excitability of their slices by raising extracellular K +  
concentration, and they observed an increase in frequency and 
decrease in amplitude of synchronized synaptic potentials, consis- 
tent with the behavior of our model with weaker excitatory synap- . .  . 

ses. However, extracellular K+ increases will also affect transmitter 
release, as well as altering in a depolarizing direction the reversal 
potential of CI- IPSPs (33). 

Cellular excitability: Effects on pattern of initiation. An example of a 
sudden reduction in excitability of the pyramidal cells is shown in 
Fig. 5. Not only does the frequency of population events suddenly 
decrease. but the pattern of initiation changes as well. When " 
excitability is high, partially synchronized events are initiated by the 
approximately simultaneous (to within 108 ms) spontaneous bursts 
of dozens of neurons (31 in Fig. 5). Bursts in the other participating 
cells develop by excitatory synaptic spread of activity along complex 
chains [an example in a small model is shown in (13, figure 7)]. The 
spread of activity is one-to-one or one-to-many at the beginning of 
the event (Fig. 5). Subsequent pyramidal cell firing recruits inhibi- 
tory neurons, so that neurons drawn into later parts of the event are 
usually hyperpolarized and are recruited only when two or more of 
their ixcitito@ synaptic precursors have already been recruited, that 
is, spread of activity becomes many-to-one. When too few cells are 
firing to sustain this many-to-one propagation, the event terminates. 
In contrast, at lower excitabilities (Fig. 5B, right), partially synchro- 
nized events are initiated by a smaller number of spontaneously 
bursting neurons, only one in the case illustrated. The mechanisms 
of subsequent synaptic spread of activity are then similar to the high 
excitability case, although sometimes (as in Fig. 5) one can visualize 
the spatial propagation of activity. This latter effect is a result of the 
(statistical) spatial restriction of the excitatory connections. 

In Fig. 5, excitatory spread occurs to only one, two, or three of 
any given cell's connected followers, even though every pyramidal 
cell contacts, on average, 20 other pyramidal cells. The reason is that 
the interval between partially synchronized bursts (hundreds of 
milliseconds) is shorter than the time it takes for a bursting neuron 
to recover enough so that bursting can be induced in it by a burst in 
a single synaptic precursor; this latter interval is usually 1 s or more. 
Thus, many of a cell's followers will be refractory from having fired 
during recent partially synchronized events. The long duration of 
the intrinsic AHP of hippocampal neurons appears critical for this 
aspect of population behavior. Other cells will be rendered refrac- 
tory by rapid recruitment of recurrent inhibition. The regulation by 
synaptic inhibition of propagation along excitatory pathways has 
been demonstrated experimentally (18) and also studied in simula- 
tions (13. 23). To knob exactlv which cells will be recruited into a 

\ ,  J 

given event, one needs to know not only the initiating cells but also 
the recent past of the entire system (to determine the refractoriness 
of the various cells) and the full network structure of the system. In 
the examples we have studied, there is no apparent repeating 
subgroup of firing cells, despite the periodic activity of the popula- 
tion as a whole. It remains to be determined whether the exact 
cellular composition of firing neurons during the different partially 
synchronized events carries biologically meaningful information. 
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Simulations, as in Fig. 5, show that approximately synchronized 
synaptic potentials can occur even between neurons several millime- 
ters apart; that is, low-amplitude population oscillations are coher- 
ent over distances that are long compared with the distribution of 
the synaptic connections. Schwartzkroin and Haglund (15) have 
observed this phenomenon of long-range synchrony in slices of 
monkey hippocampus with electrode separations of more than 3 
mm, and we have observed it in partially disinhibited guinea pig 
slices. Furthermore, at least when the cells are not too excitable, 
there should be, on average, phase lags between synaptic potentials 
in cells sufficiently separated; this too has been observed by 
Schwartzkroin and Haglund (15). Our model predicts that such 
phase lags will diminish as cellular excitability increases, owing to 
the simultaneous initiation of synchronized events over a broad 
region (as in Fig. 5B, left). 

What is the physical basis for the spatial coherence of bursting, 
given that excitatory synaptic connections tend to be localized? If 
the simulation of Fig. 1 is repeated, but with the array divided by a 
cut into two pieces (40 by 112 pyramidal cells and 40 by 113 
pyramidal cells), each piece generates rhythmical partially synchro- 
nized events at the same mean frequency as the whole array; 
activities in the two pieces, however, move in and out of phase with 
each other. This confirms what is intuitively clear, that it is local 
synaptic connections that keep different regions of the model 
"locked together." Pieces as small as 40 by 28 cells will oscillate at 
about the same frequency as the full array, although the oscillations 
become irregular in such small pieces; thus, the frequency of 
oscillation is apparently determined by the properties of (more-or- 
less) localized neuronal ensembles. When a midline cut permits 
excitatory connections, but not inhibitory connections, to cross, 
then the entire neuronal ensemble still oscillates in phase. In our 
model, inhibition is not critical for coupling together population 
oscillations in neighboring neuronal ensembles. 

Slow inhibition. Blocking slow inhibition in the model had pro- 
found effects on rhythmic activity. When cellular excitability is 
sufficiently high and slow IPSPs are blocked, partially synchronized 
events do not occur, and continuous irregular activity takes place in 
the population; individual cells fire in bursts at irregular intervals. 
When cellular excitability is low, on the other hand, with slow IPSPs 
blocked, the population activity resembles EEG delta waves; large 
waves of activity lasting about 1 s each, of changing morphology, 
occur and repeat with intervals of 2 to 3 s. Now that a specific 
blocker of GABAB synapses is available (34), these model predic- 
tions should be experimentally testable. 

Comparison with Hippocampal Theta Rhythm 
Hippocampal theta, or rhythmical slow activity, is an EEG 

rhythm recorded in rodents, rabbits, and some other species (5). It 
has two pharmacologically distinct forms, one observed during 
certain waking behaviors (such as locomotion), the other observed 
during immobility or urethane anesthesia. Typical theta frequencies 
are 4 to 8 Hz. The medial septal nucleus-diagonal band of Broca is 
critical for generation of theta, and the septal nucleus contains 
autonomous oscillatory properties (35) that, in principle, could 
synaptically induce oscillations at the same frequency in hippocam- 
pus and entorhinal cortex (in a manner similar to the way the 
sinoatrial node of the heart normally drives rhythms in the rest of the 
heart). Alternatively, it may be that acetylcholine release from septal 
neurons is permissive for network oscillations depending otherwise 
only on hippocampal or entorhinal circuitry. There is some evidence 
for the latter possibility, in that hippocampal slices can generate a 
theta-like rhythm when a cholinergic agent is pehsed  (36). In 

addition, injection into the hippocampus of muscarinic agents can 
elicit theta rhythm in vivo (37). We therefore consider it useful to 
ask if the rhythmic population activity in the slice in our model 
shares any features with in vivo theta rhythm. Our model is not 
intended to represent theta generation in vivo in all its aspects. 

Cyclic excitability. A series of simulations was done in which 600 
cells were excited by injection of currents timed at different phases of 
the underlying population rhythm. The "evoked response," that is, 
the number of cells firing immediately after the current injection, 
varied with the relative timing of the stimulus and the underlying 
rhythm. As a population event begins, many cells receive subthresh- 
old EPSPs, which, on average, will tend to increase the size of an 
evoked response. As the event continues, inhibition is recruited, so 
that, on average, cells are relatively hyperpolarized, decreasing the 

Fig. 5. Effect of cellular excitability on frequency and structure of simulated 
rhythmical activity. (A) Number of cells depolarized beyond 20 mV (above 
resting potential) as a function of time. Mean cellular excitability begins at a 
high level, but at the time marked by the arrowhead it is abruptly dropped 
(4.8-fold). Both frequency and amplitude then decrease. (The amplitude 
decreases in part because the lower excitability makes it more difficult for 
bursting to propagate from one cell to another.) (0 )  The structure of 
individual population waves at two levels of excitability, on an expanded 
time scale. The horizontal streaks represent bursts in individual cells at 
various spatial locations. The solid lines with arrows indicate synaptic 
connections from cells that burst spontaneously ("initiating cells") to those 
of their followers, which also burst during the event. When excitability is 
high (left), there are 31 different initiating cells scattered across the array. 
Other cells are induced to fire by spread of activity along synaptic connec- 
tions, but (because of cell refractoriness and inhibition) propagation occurs 
across only certain connections. When excitability is low (right), there are 
fewer initiating cells. In the example shown, there is only one initiating cell. 
Arrows are drawn in only for the first generation of synaptic spread of 
activity. 

Fig. 4. The frequency of 
population rhythmcity is 600 
much faster than the fre- 
quency of any individual 
cell in isolation. The open 400 
bars are a histogram of 
the bursting rates of the 6 
pyramidal cells in isola- f 
tion with the excitability 3 200 

parameters as in Figs. 1 
and 3, but with no synap- 
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tic interactions. The bin OO I 2 3 4 5 
size is 0.25 Hz. The solid Frequency (Hz) 
bar is the frequency of the 
population oscillation (that is, the mean frequency of the oscillation in the top 
trace of Fig. 3) when synapses are functional. The population frequency for this 
simulation (4.75 Hz) is related to the time course of slow IPSPs in the model 
(the time constant for relaxation of the slow IPSP current is 100 ms). 

- 

- 



size of an evoked response. Similar cyclic variations in evoked 
response amplitude have been observed in vivo during theta rhythm 
(38, 39). This phenomenon has been modeled at the single cell level 
by Leung (40). 

Phase uesetting. When a stimulus to the model is delivered before a 
partially synchronized burst is due to occur, and if the stimulus is 
large enough to evoke a partially synchronized burst, then the phase 
of subsequent events is reset (41). This phenomenon, too, has been 
observed in vivo (39, 42) and in slices (15). 

Spatial coherence. Population discharges occur approximately syn- 
chronously along the entire length of the model, provided cellular 
excitability is high enough (Fig. 5). It is this spatial synchrony of 
firing that leads to the spatial synchrony of synaptic potentials 
confirmed experimentally in vitro (15, 16). It has also been observed 

taken from the same half; (iii) phase lags between synaptic potentials 
in cells widely separated should diminish when cellular excitability is 
increased; and (iv) recurring synchronized synaptic potentials 
should be sensitive to blockade of recurrent excitatory synapses. 
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the soma. The conductance time course was proportional to te-', with a peak of 
120 nS. These properties allowed a single presynaptic action potential to evoke an 
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then decaying with a time constant of 7 ms; the peak value was different in different 
simulations. The peak value was usually 10 nS, but values from 0 to 15 nS have 
been investigated. Slow IPSPs developed in the dendrites; they grew steadily over 
40 ms and decayed with a time constant of 100 ms. The time course of the 
simulated slow IPSP after a local shock is shown in (14, figure 1). The output of 
pyramidal neurons was distributed to follower cells after a delay proportional to cell 
separation along the long axis of the array; this delay corresponded to axon 
conduction delays. An axon conduction velocity of 0.5 mis was used. Details are in 
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Hydrogen Tunneling in Enzyme Reactions 

Primary and secondary protium-to-tritium (HIT) and 
deuterium-to-tritium (Dm) kinetic isotope effects for the 
catalytic oxidation of benzyl alcohol to benzaldehyde by 
yeast alcohol dehydrogenase (YADH) at 25 degrees Cel- 
sius have been determined. Previous studies showed that 
this reaction is nearly or fully rate limited by the hydro- 
gen-transfer step. Semiclassical mass considerations that 
do not include tunneling effects would predict that 
kH/kT = (kdkT)3'26, where kH, kD, and kT are the rate 
constants for the reaction of vrotium. deuterium. and 

L 

tritium derivatives, respectively. Significant deviations 
from this relation have now been observed for both 
primary and especially secondary effects, such that experi- 
mental HIT ratios are much greater than those calculated 
from the above expression. These deviations also hold in 
the temperature range from 0 to 40 degrees Celsius. Such 
deviations were previously predicted to result from a 
reaction coordinate containing a significant contribution 
from hydrogen tunneling. 

nuclear tunneling contributes to enzymatic reaction rates under 
biologically relevant conditions. The phenomenon of hydrogen 
tunneling is an especially promising area to pursue, in that hydrogen 
has a small mass and the kinetics of protium can be compared with 
its isotopes, deuterium and tritium (4).  Detection of H-tunneling 
in chemical reactions has relied heavilv on either the detection of 
anomalously large isotope effects or the comparison of Arrhenius 
plots for H transfer to that for either D or T.  Given the enhanced 
hrobability for H tunneling, greater curvature is anticipated in its 
Arrhenius plot. A manifestation of this property is a decrease in the 
magnitude of the intercept obtained on extrapolation to infinite 
temperature such that the Arrhenius prefactors are ordered as 
AH < AD < AT (3). 

The detection of nuclear tunneling in enzymatic reactions presents 
several experimental challenges. In enzymatic systems, difusional 
binding processes, rather than chemical transformations, may limit 
catalysis (5 ,  6) .  Even in the event that an elementary chemical step 
can be isolated at a single temperature, alterations in temperature 
can lead to changes in rate limitation, giving rise to artifactual 
curvature in Arrhenius plots. In 1985 Saunders (7) demonstrated 
that the relation of DIT to HIT kinetic isotoue effects can show 
significant deviations from semiclassical limits when tunneling 
contributes to the H-transfer step. We have experimentally verified 

E LECTRON TUNNELING I N  PROTEINS HAS BEEN EXTENSIVELY 

studied (1). Rapid, long-distance electron transfer between The authors are at the Department of Chemistry, University of California, Berkeley, CA 
donor and acceptor sites appears well established ( 2 ) .  Al- 94720. The of the first is 

mnneiing of P~~~~~~~ heavier the *Present address: Department of Chemistry, RorkefeUer Univers~ty, New Tork, NY 
electron has been activelv studied in solid-state. =as-~hase. and 10021. 

2 "  I , 
solution reactions (31, n;clear tunneling in proteins has received tPresent address: De artment of Chemistry and Biochemistry, University of Arkansas, 

Fayetteville, AR 72711. 
relatively little attention. In this article we present evidence that $TO whom correspondence should be sent. 
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