
Sample surveys provide data for academic research, gov- 
ernment policy-making, the media, and business. Statisti- 
cal research aims to improve survey data by reducing 
extraneous sources of variability and thus increasing 
accuracy. Researchers have begun to use paradigms 
adapted from the cognitive sciences to study those sources 
of variability associated with the processes that the re- 
spondent undertakes in understanding questions, remem- 
bering, judging and estimating, and formulating answers. 
To generalize laboratory-based findings, researchers must 
begin to embed designed experiments that vary the ques- 
tionnaire content into sample surveys of broad popula- 
tions. Issues associated with the design of and statistical 
inference from such embedded experiments are examined 
and illustrated with an example on the effects of context 
questions on responses in attitude surveys. 

S AMPLE SURVEYS IN WHICH A RANDOMLY SELECTED PART OF 

a population answers questions have become an extremely 
important data-gathering device in the last half century (1). 

Social scientists, government agencies, the media, and other com- 
mercial interests often use such surveys to estimate characteristics of 
the population from which the sample was drawn, for example, the 
percentage in favor of a particular candidate, the unemployment 
rate, or the relation between age and criminal victimization. If 
samples are drawn with the help of appropriate probability methods, 
these estimates are usually very accurate, but survey statisticians and 
social scientists continue to labor to improve accuracy. 

Inaccuracies in sample surveys arise from two broad sources, 
sampling error and nonsampling error. Sampling error is attribut- 
able to the fact that the characteristics of any randomly chosen 
sample will differ, by chance alone, from the characteristics of any 
other randomly chosen sample and thus from the characteristics of 
the population as a whole. The properties of random sampling error 
can be studied with the use of statistical theory, and this form of 
error decreases as the sample size increases (2). Nonsampling errors 
take two forms. The first encompasses all the things that can go 
wrong when human beings act and interact, such as misunderstood 
questions, failures of memory, and misstated answers. The second 
form is more specific to surveys-nonresponse and refusals, and 
coding errors (3). Nonsampling errors cannot be estimated directly 
by statistical theory and do not necessarily decrease as sample size 
increases. They often have both random and fixed components. 
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Survey researchers have evolved a highly developed art of ques- 
tionnaire design and interview procedures to reduce nonsampling 
errors and have carried out many studies to test aspects of that art 
(4). But until recent years research on understanding the survey 
interview situation has been relatively unsystematic: an experiment 
to answer a specific question here or a series of studies to answer a 
set of interrelated questions there. Recently, however, survey re- 
searchers have recognized that among nonsampling errors are those 
occasioned by the cognitive processes that respondents are required 
to exercise in the survey interview situation. Respondents must 
often recall events and make judgments or estimates, and they always 
face issues of comprehension of the questions asked-their meaning 
to respondents as well as their meaning to interviewers. Survey re- 
searchers are now beginning to draw directly on the concepts of 
cognitive psychology and the expertise of copt ive  psychologists to 
investigate more systematically these issues of nonsampling error (5, 
4. 

This new movement to study cognitive aspects of surveys has 
already generated a good deal of research (for example, 5-7), 
including the experiment we discuss on the effects of the question- 
naire context on responses to attitude questions. To test generaliza- 
tions of laboratory results from cognitive psychology in actual 
questionnaires used in survey practice, researchers need to design 
statistical experiments that are embedded in surveys. The research to 
accomplish this aim embodies opportunities and pitfalls that will be 
the subject of the remainder of this article. 

Importance and Problems of Embedded 
Experiments 

The most common embedded experimental design is the split- 
ballot experiment, perhaps better called a split-sample experiment, 
which randomly administers alternate questionnaires or other varia- 
tions in procedure to subsets of the sample. If the subsets are 
independent and structured with the same sample design features, 
we can compare the distributions of answers or the estimated 
relations between variables to explore the effects of varying the 
questionnaire or other procedure (8). But such designs are not the 
most powerful available; in particular, they do not take advantage of 
the fact that an interviewer carries out multiple interviews (which 
may be more similar to each other than to those carried out by 
another interviewer) nor do they take advantage of the sample 
design that often involves clustering, that is, interviewing multiple 
respondents from each randomly chosen geographic area. Respon- 
dents from the same cluster are expected to be more similar to one 
another than to respondents from other geographic areas. Split- 
ballot designs "average over" these features rather than control for 
them or for other potentially interesting explanatory features. 

Parallels between randomized experiments and sample surveys can 



be exploited in the design of embedded experiments to achieve 
greater precision for comparisons of interest (9). For example, in a 
randomized block experiment (10) relatively homogeneous experi- 
mental units are grouped together into larger collections known as 
"blocks." All treatments are randomly assigned within blocks. This 
device of "blocking" decreases heterogeneity among experimental 
units and thereby increases experimental precision. In the context of 
experiments embedded in surveys, interviewers can be used as blocks 
to measure and control for variability among interviewers. The 
classic formulation of this approach is Mahalanobis's interpenetrat- 
ing networks of samples (IPNS) (8, I I) .  For example, in a survey of 
the economic conditions of factory workers in an industrial area of 
India, Mahalanobis divided the area into subareas and arranged for 
the selection of five independent random samples within each 
subarea. Each offive interviewers worked in all subareas. This IPNS 
design thus provided five independent estimates of the economic 
conditions and, as a consequence, allowed for an evaluation of the 
response variation associated with interviewers. 

Another strategy to improve precision is to use clusters as blocks, 
giving members of a cluster different variants of the questionnaires 
or other procedures and thus taking advantage of within-cluster 
similarity to highlight differences between the procedures. Because a 
cluster is usually assigned intact to an interviewer (in order to 
minimize travel and other costs), blocking on clusters usually 
involves some degree of blocking on interviewers as well (8, 9). 

There are operational created by the implementation of 
embedded designs that take advantage of the sample structure. For 
example, the added complexity of blocking on interviewers, that is, 
grouping into a block all units assigned to a given interviewer, runs 
counter to the philosophy of simplification typical of everyday 
survey practice. Indeed, some have argued that using alternative 
questionnaires for different respondents is too complicated for 
interviewers and consequently generates other kinds of nonsampling 
errors. Nevertheless, blocking on interviewers has been carried out; 
a recent example is the experiment by Tourangeau and Rasinski 
analyzed below. An earlier example comes from the methodological 
study of Durbin and Stuart (IZ), who designed a 33 x 4 x 2 
factorial experiment with a completely cross-classified structure 
involving three survey organizations, three types of questionnaires, 
three interview areas in London, four ages of respondents, and both 
sexes. Further, within one of the survey organizations they com- 
pletely cross-classified age of interviewer i d  sex of interviewer. 
Each interviewer, although confined to only one district, handled all 
three questionnaires in approximately equal numbers with an ap- 
proximate balance of age groups and sex groups of respondents. The 
finding of this study was that, although most of the independent 
variables had little effect on response rate, inexperienced student 
interviewers had statistically significant lower response rates than 
experienced interviewers. Commenting on the purported difficulty 
of carrying out such investigations, Durbin and Stuart remarked (12, 
p. 184): 

Although highly elaborate designs are often used in other sciences, it is not 
unnatural that in a field in which the experimental material is composed of 
human beings, the tendency should have been towards simplicity of layout. 
In our own experience, however, the extra amount of organization necessi- 
tated by the design we used proved to be a good deal less troublesome than 
had been expected. 

It is crucial that carehl preparation of forms and instructions to 
interviewers precede any attempt to have interviewers vary their 
behavior according to an experimental design. One way to accom- 
plish this is through the use of Computer Assisted Telephone 
Interviewing (CATI), in which questionnaire variations can be 
programmed to appear on the interviewer's computer screen as he or 
she talks to the respondent. Thus the advent of telephone interview- 

ing not only makes the use of clustering less crucial (interviewers can 
much more easily dial across the country than they can travel to do 
in-person interviewing), thus avoiding the confounding of inter- 
viewers with clusters, but also facilitates blocking on interviewers. 

Another sort of problem that may arise, however, can only be 
addressed by withholding information from interviewers. Rosenthal 
and his colleagues have found that, without any intention of 
influencing the outcome, those conducting experiments tend to get 
results congruent with their expectations (13). Analogously, an 
interviewer who administers several differing forms of a question- 
naire to respondents may well expect, and thus get, differing 
responses. The harmful effects of such expectations can be mitigated 
if the interviewers are kept uninformed of the direction the research- 
er theorizes the differences to take. 

Inferences from Embedded Experiments 
The embedding of statistically designed experiments within sam- 

ple surveys raises issues of inference that have been rarely discussed 
in published sources. Despite the formal parallels in structure, there 
is a fundamental inferential distinction between experimental and 
survey contexts. Randomized statistical experiments are designed to 
ensure internal validity, that is, the defensibility of the cause-effect 
relation between the treatment and the outcome within the experi- 
ment itself. On the other hand, sample surveys use probability 
sampling to ensure that results will have external validity, that is, 
results that can be generalized from the specific sample to the 
population from which it was drawn. We have been able to discern 
at least three possible perspectives for statistical inference in embed- 
ded experiments (8). 

1) One can use the standard experiment paradigm, which relies 
largely on internal validity based on randomization and local control 
(for example, the device of blocking) and on the assumption that the 
unique effects of experimental units and the treatment effects can be 
expressed in a simple additive form, without interaction (10). Then 
inferences focus on within-experiment treatment differences. 

2) One can use the standard sampling paradigm, which, for a 
two-treatment experiment embedded in a survey, relies largely on 
external validity and generalizes the observations for each of the 
treatments to separate but paired populations of values. Each unit or 
individual in the original population from which the sample was 
drawn is conceived to have a pair of values, one for each treatment. 
But only one of these is observable, depending on which treatment 
is given. Then inferences focus on the mean difference or the 
difference in the means of the two populations. 

3) One can conceptualize a population of experiments, of which 
the present embedded experiment is a unit or a sample of units, and 
thus capitalize on the internal validity created by the design of the 
present embedded experiment as well as the external validity created 
by the generalization from the present experiment to the conceptual 
population of experiments. Then inferences focus on treatment 
differences in a broader context than simply the present embedded 
experiment. 

Because these three approaches focus on the same experimentally 
observed quantities but deal with possible inferences differently, 
they can potentially lead to different conclusions. 

Consider, for example, an experiment to compare four different 
versions of a question on household income, with clusters that are 
part of a multistage area probability sampling design where each 
interviewer is assigned a cluster of four households to survey. 
Within a cluster, the four versions of the question are randomly 
assigned to households. The key response variable of interest is 
"reported household income" in dollars, typically transformed to a 
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logarithmic scale. We have a randomized block design embedded in 
the clusters of a complex sample survey design. 

In the first inference approach, we use a randomization analysis 
for the randomized block design (10) or an analysis of variance 
(ANOVA) model with fixed effects for both interviewers and 
questions, and a normally distributed error term. This analysis holds 
the sun7ey design as fixed and focuses internally within clusters or 
interviewers on the differences in effects for the questions, thereby 

'iewers. adjusting for the differential effects of inten ' 
In the second inference approach, we divide the data into four 

subsets corresponding to the four versions of the question. We 
would then treat each subset as a sample from a population, where 
the sampling design is the same as that for the entire survey, but 
without the final stage of clustering. In each we would estimate the 
average household income of the population and the corresponding 
standard error. Finally, we would compare the estimated population 
averages (although to do so properly we would need some estimate 
of the correlations among the four estimates induced by the within- 
cluster intraclass correlation). This is the proper analysis for a 
standard split-ballot experiment, but more typically survey research- 
ers ignore the correlation among the estimates. The inference here is 
external to the experiment and relies on the probability mechanism 
used to generate the sample. There is no natural way here to adjust 
for interviewer effects while still retaining an inference mechanism 
tied solely to the sample-selection probability mechanism. To deal 
with interviewers and their effects here, we need to consider them to 
be randomly selected from a fixed population of interviewers. This 
would then lead to something equivalent to the third approach. 

For the third inference approach, we have a sample of size one 
from a superpopulation of embedded randomized block experi- 
ments. One way to handle the inference problem is to treat the 
interviewers as a sample from a population of interviewers; this leads 
to a mixed-effects ANOVA model with interviewer effects treated as 
a random component and question effects treated as fixed compo- 
nents (14). The formal analysis of the model here is related to, but 
different from, the one used in the first approach. 

What is going on in the mixed-effects ANOVA model is a 
generalization of the treatment effect differences to the superpopula- 
tion of experiments from the present embedded experiment. The 

Table 1. Estimated logit effects for comparison of neutral context with 
treaunent combinations for abortion and welfare responses. (In logit models 
as fitted in GLLM, al l  ANOVA-like parameters are identified by setting the 
first level equal to zero. Then, the "constant" parameter corresponds to the 
log-odds of the expected counts for the neutral context and for interviewer 1. 
Furthermore, each of the four treaunent effects represents the contrast of 
those effects with the neutral context, and the interviewer effects represent 
comparisons of each other interviewer with interviewer 1. This form of 
parametrization is often referred to as effects coding.) 

Parameter Abortion Welfare 

Constant 
Rightsifraud, blocked 
Rightsifraud, scattered 
Valuesigovernrnent, blocked 
Valueslgovernrnent, scattered 
Interviewer 2 
Interviewer 3 
Interviewer 4 
Log-likelihood ratio statistic* 
Degrees of freedom 

-.24 (.31)* 
.21 (.33) 
.67 (.33) 
.12 (.33) 
Aliasedt 
.28 (.33) 

-.44 (.32) 
-.I4 (.34) 

3.6 
9 

.09 (.31) 
-.44 (.33) 
-.29 (.33) 
-.96 (.35) 

Aliased 
1.02 (.34) 
-.23 (.33) 

. O l  (.34) 
2.6 
9 

~ - 

*Estimated standard errors for the corresponding estimated coefficients are given in 
parentheses. tBecause no cases fell into this marginal category, this effect is not 
estimable. GLIM refers to this as extrinsic aliasing. +This is the lo~likelihood ratio 
goodness-of-fit statistic for the model applied to the cross-classificat~on of the binary 
response variable by treatment bv interviewer. Because 4 treatment by interviewer 
combinations had nonzero obsekations, we have lost 4 of the expected degrees of 
freedom, yielding 9 degrees of freedom. 

way we achieve this generalization is through representation of the 
interviewers as having been drawn from a superpopulation of 
interviewers corresponding to the conceptualized superpopulation 
of experiments. Thus the distinction between the first and third 
approaches is not simply one involving the difference between fixed 
and random effects in an ANOVA model but more importantly 
involves the level of applicability of the treatment effects. 

What differences might we expect among the inferences associated 
with the use of the three approaches in an actual experiment? If there 
really are differences among interviewers, then the second approach 
may differ appreciably from the other two and thus would be wrong. 
The third approach differs from the first approach primarily through 
the inclusion of an extra component of variation associated with the 
estimated treatment effects corresponding to the "interviewer-treat- 
ment" interaction (15). Thus in the third approach an estimated 
difference in treatment effects will appear to be less precise than in 
the first approach. This is as it should be, because we need to pay an 
extra amount for the ability to generalize beyond the embedded 
experiment at hand. As a consequence, the mixed-effects model 
approach should yield "statistically significant" differences less fre- 
quently than the fixed-effects approach. The choice between the first 
and third approaches must depend on the intended applicability of 
the results. 

Context Effects in Attitude Surveys: 
An Example 

Among the cues respondents use to interpret what a question 
really "means" and to decide what sort of answer they are expected 
to give is the preceding set of questions. Cognitive psychologists 
explain that this context establishes a "schema," a mental framework 
that the respondent uses to organize or understand the meaning of a 
particular question. This happens with questions of fact and also 
with those that ask for subjective evaluations. For example, ques- 
tions about health care activities during a 6-month period followed 
by similar questions covering a 2-month period seem to encourage 
respondents to segregate the periods (1 6). This result is reminiscent 
of the way that questioning about happiness in a specific life domain 
(such as marriage) preceding questioning about general happiness 
seems to encourage respondents to segregate marital happiness from 
happiness in other life domains (1 7) .  

A fertile field of research is the exploration of how these so-called 
context effects work (18). For example, Tourangeau and Rasinski 
(19) carried out an experiment to study context effects in attitude 
surveys. They presented each respondent with 4 issues at differing 
levels of familiarity (abortion, welfare, aspects of banking legisla- 
tion, and proposed immigration legislation), using 4 different orders 
of presentation of the target issues (balanced in the form of a Latin 
square), 2 versions of the context questions used in advance of the 
target question (positive or negative), and 2 methods of structuring 
the context questions ("scattered" across issues with all context 
questions preceding the target questions or "massed" by issue with 
context questions followed by the linked target question). This 
yielded 16 versions of the questionnaire to which the investigators 
added 2 additional versions with neutral context questions, for a 
total of 18 versions. The responses of interest consisted of answers 
(favor versus oppose or agree versus disagree) to the four target 
issues (plus possible "don't know" responses). The notion was that, 
for familiar issues, scattered context questions would "prime" beliefs 
that would be retrieved and applied in answering the target ques- 
tion, whereas, for unfamiliar issues, massed context questions would 
help the respondents to interpret the target question better than 
would scattered ones (20). 
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Each interviewer used (approximately) a simple random sample of 
respondents from telephone banks listed in the Chicago directory. 
The interviewers received the questionnaires in batches of 18 and 
worked their way through a batch as they reached respondents 
willing to be interviewed (there was a 35% combined rate of refusal 
and nonresponse). There were originally 4 interviewers, each of 
whom was scheduled to carry out 5 batches of 18 interviews. In fact, 
some of these interviews were actually carried out by a fifth 
interviewer, so that for the 4 core interviewers we do not quite have 
5 replications of the full experimental design. For the 4 core 
interviewers there were 353 completed interviews (of which 39 were 
in the neutral condition). Our analysis will be based only on these 
interviews by the core interviewers, ignoring the issues of nonre- 
sponse. 

We can consider the 4 interviewers as blocks and, for the 111 

Table 2. Estimated logit effects associated with four models for the log-odds 
of a positive response to the abortion target question. 

 model 
Parameter . . . 

i 11 111 iv 

Constant -.65 (.38) -.74 (.33) -1.80 (.71) -1.79 (.66) 
Context .71 (.44) .71 (.43) 1.39 (.81) 1.23 (.80) 
Mode (scattered) .57 (.34) .55 (.33) .52 (.34) .49 (.33) 
All favorable 1.01 (.35) 1.02 (.34) 

responses 
Three or four 1.93 1.67) 1.89 1.66) 

favorable responses 
Context by mode 
Context by all 

favorable responses 
Context by three or 

four favorable 
responses 

Interviewer 2 
Interviewer 3 
Interviewer 4 
Log-likelihood ratio 

statistic 
Degrees of freedom 

Table 3. Estimated logit effects associated with four models for the log-odds 
of a positive response to the lvelfare target question. 

Model 
Parameter . . . 

i 11 111 iv 

Constant .07 (.36) .35 (.26) 
Context - 1.72 (.44) - 1.56 (.42) 
Mode (scattered) .12 (.35) .09 (.34) 
AU favorable -2.02 (.42) -1.71 (.39) 

responses 
Three or four 

favorable responses 
Context by mode .85 (50) .79 (.48) 
Context by all 3.00 (.57) 2.65 (.53) 

favorable responses 
Context by three or 

four favorable 
responses 

Interviewer 2 1.42 (.37) 
Interviewer 3 -.01 (.35) 
Interviewer 4 .09 (.35) 
Log-likelihood ratio 23.6 45.9 

statistic 
Degrees of freedom 23 26 

*The values of degrees of freedom for columns iii and iv are reduced by 1 relative to 
those of columns i and ii, respectively, because of the presence of a zero marginal total. 

I020 

experiment, within each block we have up to 5 replications of an 18- 
treatment experiment, where 16 of the treatments represent a 
4 x 2 x 2 factorial design. The outcomes for a given interviewer by 
treatment combination can be cross-classified according to the four 
dichotomous target response variables. Because of this categorical 
response structure, Tourangeau and Rasinski analyzed the "effects" 
measurable by this overall design using logit models. The interest 
here is in binary responses, and thus we focus on the probabilities 
associated with the two possible outcomes or the ratio of the 
probabilities, known as thhodds. Logit models relate the logarithm 
of the odds for the binary responses variable to an additive model 
with components corresponding to the effects of explanatory varia- 
bles and their interactions (21). For simplicity, our analysis will 
consider only the issues of abortion and welfare, and we shall 
consider them separately (22). Hence for each issue we have four 
treatment combinations (positive versus negative contexts, by scat- 
tered versus massed structures). 

The context-setting questions for the abortion issue dealt either 
with women's rights (coded 0) or with traditional values (coded 1). 
Those for the welfare issue dealt with fraud and waste in govern- 
ment programs (coded 0) or with governmental responsibility to 
provide services (coded 1). The context-setting questions were 
designed so that respondents would find them easy to agree with; 
indeed, 53% and 43% of the respondents agreed with all the 
abortion and welfare context items, respectively. The massed versus 
scattered (or mode) variable was coded 0 for massed, 1 for scattered, 
and the responses on the target questions were coded 0 for disagree 
and 1 for agree. 

Our analysis of the results of this embedded experiment (23) 
began with an examination of separate logit models for predicting 
the log-odds of a positive response on the target questions ("abor- 
tion" and "welfare") that contrasted the four basic treatment 
combinations with the neutral context, while controlling for inter- 
viewer effects and their possible interactions with the treatment 
com~arisons. Table 1 contains the estimated coefficients for inter- 
viewer effects and for the comparisons between the neutral context 
and each of the four treatments. When we compare the size of the 
estimated treatment effects with the size of their-estimated standard 
errors, for "abortion" we see the suggestion of an effect due to the 
administration of the "women's rights" context in the scattered 

wwer mode relative to a neutral context and a possible effect of inten ' 
3 (versus the remaining interviewers). For "welfare," we see the 
suggestion of a somewhat different effect, due to the administration 
of the "fraud-and-waste" context in the massed mode relative to a 
neutral context and a relatively strong effect associated with inter- 
viewer 2 (versus the remaining interviewers). These treatment 
effects are puzzling, for there is-no reason a priori to expect that 
these two out of eight manipulations should differ from the neutral 
treatment. We are comforted by the fact that they are only marginal- 
ly statistically significant, at best, and merely serve to reassure us that 
the experimental manipulations did have some effect; we dissect the 
treatment effects more specifically below. Adding in the effects of the 
treatment by interviewer interactions (not shown in Table 1) yields 
substantively and statistically insignificant estimated effects. This 
result strongly suggests that going from the fixed-effects analyses of 
Table 1 to mixed-effects models will yield essentially no differences 
in conclusions. We now turn to a direct comparison of treaunent 
effects. 

We begin with the abortion issue and the logit model analyses 
reported in Table 2. The models are grouped in pairs, with the first 
pair showing a 0 to 3 versus 4 split on the number of favorable 
responses to the context questions and the second pair showing 0 to 
2 versus 3 or 4 split. The two equations in each pair differ by the 
inclusion in the first of the estimated effects due to interviewers. 
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There appears to be little demonstrable effect due to interviewer on 
the log-odds of a positive response to the abortion question, and 
thus the first and second inference modes give similar results. 
Moreover, looking across all four models (Table 2), we see at best 
modest effects related to mode and to context by mode. The action 
in these models is associated with a context by response-to-context 
interaction. 

On the answer to the abortion question, model ii appears to 
~rovide a far better fit to the data than model iv. a fact borne out bv 
kore detailed analyses, and thus we work wi& it to interpret th;s 
interaction. Focusing on those who responded unfavorably to at 
least one of the context questions, we find the odds of responding 
positively to the abortion question for those who were given the 
"traditional values" context are 2.03 (e0.71) times as great as the odds 
for those given the women's rights context. But when we examine " " 
those who responded favorably to all four context questions, the 
odds are only 0.59 (e0.71-1.24) as great. Answering negatively to 
traditional values questions seems to prime positive feelings about 
abortion, whereas answering negatively to questions on women's 
rights seems to prime negative feelings. On the other hand, respond- 
ing positively to women's rights questions seems to prime positive 
responses to the abortion question, whereas answering positively to 
traditional values questions seems to prime negative attitudes to- 
ward abortion. We may speculate that the impact of women's rights 
context questions is influenced much more by the respondents' 
agreement or disagreement than is the impact of the traditional 
values context questions (Fig. 1 displays the marginal proportions). 
An alternate explanation is that the women's rights questions are, a 
priori, more closely related to the abortion question than are the 
traditional values questions. 

The analyses in Table 2 are for fixed-effect models, and additional 
analyses with interaction terms involving interviewers strongly 
suggest that a mixed-effects model, with a random component for 
interviewers, would leave all our conclusions virtually &hanged. 
Here, then, we have a happy agreement across all three modes of 
statistical inference. 

Next we consider the welfare issue and the logit model results in 
Table 3. For this issue, interviewer 2 has an estimated effect that 
distinguishes her from the other three interviewers. This highly 
statistically significant difference (24) focuses our attention on the 
results for models i and iii, where we see modestly sharpened effects 
for the inference approach that formally adjusts for the effects of 
interviewers. Both models i and iii fit their corresponding cross- 
classifications well, and it is worth considering both. In comparison 
with model iii, model i shows a heightened interaction between 
context and favorable responses; the high level of favorable response 
is defined in model i as agreement with all 4 context questions, 
whereas in model iii it corresponds with agreement with at least 3. 
Recall that the first level of context for the welfare issue involved 
questions on fraud and waste in government programs, which 
should lead respondents who agree with the context questions to 
oppose welfare, whereas the first level of context for the abortion 
issue, questions on women's rights, was chosen to lead respondents 
who agreed with the context questions to favor abortion. Thus for 
models i and iii in Table 3 we should exDect the effects of context. 
favorable response, and their interaction to exhibit signs opposite 
from those for the corresponding effects in Table 2. We do indeed 
observe this expected reversal, together with magnitudes larger than 
those in Table 2. Thus we conclude that the context manipulation is 
more effective on the welfare issue than on the abortion issue. 

Finally, we consider again the issue of the advisability of a 
random-effects component in our model for interviewers. We 
carried out a fixed-effects model analysis, adding nine additional 
interaction parameters linking interviewers with context, favorable 

Fig. 1. Marginal propor- 70 
tions of respondents giv- 
ing favorable answers to 
the abortion question; - 
WR, women's rights; TV, 60 
traditional values. The 
crossover of response O 

levels for WR and TV in f 50 
going from low to high 2 
level of agreement is il- 
lustrative of an interac- 
tion between context ' 40 
and level of favorable re- 
sponse to context-setting 
questions. 30 

Low (0-3) High (4) 

Level of agreement with 
context-setting questions 

response, and their interaction. There is some hint here that our 
inferences might shift a little if we switched to a random-effects 
component for interviewers (25). But we expect the first and third 
modes of inference to be quite similar and much sharper than the 
second mode, which ignores the differences associated with inter- 
viewer 2. 

Summary and Conclusions 
In this demonstration analysis we have uncovered some interest- 

ing findings, both substantive and methodological. Both context 
manipulations seem to affect responses to the target question only in 
interaction with the respondents' responses to the context-setting 
questions. If respondents disagree with any of the context-setting 
questions, they are much more likely to endorse the abortion target 
question in the traditional values context than in the women's rights 
context. Respondents who agree with all the context-setting ques- 
tions are less likely to endorse the abortion target question in the 
traditional values context than in the women's rights context. The 
context manipulation seems to have greater impact on the welfare 
target question than on the abortion target. We note especially the 
effect on the welfare target question of the interaction between 
context and the endorsement of the context-setting questions that is 
stronger than the corresponding interaction for the abortion target 
question. 

For the abortion target there were no strong interviewer effects, 
so that there was no gain in this case in going from a model that 
excluded interviewer effects (our second mode of inference) to one 
that included terms for interviewers as fixed effects (our first 
inference mode). Because interactions involving interviewers were 
negligible, it was safe to assume that treating interviewers as random 
(our third inference mode) would give results similar to those found 
by the other modes. For the welfare target question, on the other 
hand, interviewer effects were present, so our first inference mode, 
including interviewers as fixed effects, was preferable to our second 
in that it sharpened the inferences we could make about the other 
factors in the model. The absence of higher order interactions with 
interviewers led us to believe that treating interviewers as random 
would not materially change the inferences. 

We conclude that, although sometimes our three modes of 
inference agree, there are times when, perhaps unpredictably, they 
do not. Because data from surveys are used for so many important 
purposes, efforts to make them as accurate as possible are crucial. 
These efforts include the emphasis on reducing nonsampling error, 
the use of the paradigms of the cognitive sciences, and the embed- 
ding of methodological experiments in surveys. Our findings sug- 
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gest that they should also include care in the embedding design and 
the tailoring of analyses both to the design and for the population to 
which one wishes to generalize. 

Doing a carell probability-based sample survey or a randomized 
experiment (in the social sciences or elsewhere) is a demanding 
activity, both intellectually and operationally. The rewards, howev- 
er, we believe to be commensurate with the effort expended. Not 
only does a well-designed and executed survey or experiment 
provide the basis for statistical inference about the phenomena of 
interest but it also legitimizes the results. That is, the objectivity 
achieved instills in colleagues who examine procedures and results a 
confidence that is otherwise hard to achieve. The more scientists 
meet the standards of experimental control, full randomization, and 
fully achieved sampling (including avoidance of experi- 
mental attrition and nonresponse in surveys), the more others are 
willing to take their work seriously. And to the extent that such 
standards are relaxed, the work is appropriately taken less seriously. 

Correctly designing, implementing, and analyzing an experiment 
embedded in a survey in the form advocated in this article are even 
more demanding tasks than doing a survey or a large-scale experi- 
ment. Informal discussions with those who have done embedded 
experiments suggest that the effort required often exceeds the sum of 
the efforts required to implement the survey and the experiment 
separately but is clearly less than their product. We argue that the 
extra effort invested in designing, conducting, and analyzing such 
embedded ex~eriments will reDav the investors and the social 

L ,  

sciences sufficient rewards in the form of increased precision, 
generalizability, and credibility of results to warrant the cost. 
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