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Gas-Phase Polymerization: 
Ultraslow Chemistry 

The mechanism of formation of polymer molecules in the 
gas phase is diilicult to study because the involatile 
polymers tend to condense out of that phase. However, 
new techniques, involving the use of cloud chambers, 
have enabled workers to use the nucleation of liquid 
drops in supersaturated monomer vapors to detect single 
polymer molecules and therefore to work with so few 
simultaneously growing polymers that aggregation and 
condensation are avoided. Chain polymerization in which 
the chain carriers are either radicals or ions can therefore 
be studied in the vapor. Furthermore, the ability to work 
with such small concentrations of growing polymeric 
radicals, for example, makes it possible to avoid encoun- 
ters between them that lead to recombination and the 
formation of "dead" polymers that are incapable of fur- 
ther growth. Many aspects of gas-phase polymerization 
can be studied including, besides radical and ion chains, 
ring-opening polymerization, initiation, radiation-in- 
duced polymerization, and especially 'Wtraslow" chemis- 
try. 

C HAIN POLYMERIZATION IN THE CONDENSED PHASE (USU- 

ally liquid) has been studied extensively (1, chapters 3 
through 6) and is of major importance to the polymer 

industry. The steps involved in a typical process are shown for the 
production of polystyrene from styrene (+CH=CH2, where 4 
represents a phenyl group) via a free radical mechanism: 

I 2 ~ .  (thermal or photoinitiation) 

Re + 4)CH=CH2 -b RCH~-CH 
cb 

RCH~CH + 4)CH=CH2 b". 
cb 

(propagation) 

and so forth 

k 
4 R(CHzCH),+ I - (CHCHZ)~+ I R  (termination) 

4 4) 

Scheme 1 

where kd, kp, and kt are rate constants for dissociation, propagation, 
and termination, respectively; I is an initiator that can decompose 
thermally or photolytically; and Re is a free radical. Other elementary 
steps are possible [such as chain transfer (1 )], in which both a "dead" 
polymer and a monomeric radical that can still propagate are 
formed. A separate initiator may not be necessary with photochemi- 
cal initiation. Termination not only leads to smaller polymers but 
also complicates both theory and measurement. In liquids it can be 
forestalled by the use of emulsion polymerization (I), and recently 
by the use of plasma-induced polymerization (2). Propagation that 
involves ion chains is also possible. 

The author is in the De artment of Chemistry and Biochemistry, University of 
California, Los Angeles, ~ f ;  90024. 
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Fig. 1. Qualitative illustration of the 
nucleation free energy barrier. 1 

dominated I dominated \ 

The polymerization rate is usually defined as the average rate of 
disappearance of the monomer or as the rate of increase of the 
average molecular weight (3). The growlng free radicals are them- 
selves present in low concentrations (-10-'A4), and little attempt 
has been made to observe them directly. Thus it is not the rate of 
accumulation of polymers of a given size that is measured; only an 
average for all sizes is measured. For smaller polymers, k,  may 
depend on size, but it is difficult to control the processes in scheme I 
so that this effect can be measured. 

In order to study the polymer process in scheme 1 without 
interference from termination it is necessary to run the reaction 
under conditions with so few simultaneous radical chains present 
that two chains cannot meet and recombine. It would also be useful 
to be able to measure the rate of production of radicals of one 
particular size (rather than of an average size), especially a small size, 
but, with conventional means and at such low concentrations, there 
are serious problems of detection. Some of these problems have 
been solved by a new method that is applicable to gas-phase 
polymerization and in which the polymers act as centers for the 
nucleation of liquid drops. "Ultraslow" reactions with initiation 
rates less than one free radical per cubic centimeter per second have 
been observed when this method is applied. Furthermore, other 
elementary polymer processes that cannot be observed by conven- 
tional means can be accessed by this method. 

Although there have been many papers published about "gas- 
phase polymerization," most of these concern heterogeneous pro- 
cesses in which the monomer resides in the vapor while the polymer 
grows on the walls of the reaction vessel. A number of workers have 
made successful (or partially successfd) attempts to study true 
homogeneous gas-phase polymerization (4). The tendency for the 
involatile polymer to condense out of the vapor either limited these 
studies to small polymers (dimers, trimers, and so forth) or required 
the studies to be conducted in the presence of aerosol. The 
avoidance of condensation, like recombinative termination, allows 
only a few chains to grow simultaneously, and again raises the 
problem of detection. 

Nucleation and Cloud Chambers 
An extensive literature on the subject of nucleation is available (5). 

The theory is difficult, and only recently have rigorous approaches 
been attempted (6). The phenomenon is only sketched here, and 
discussion is limited to the condensation of supersaturated vapors. 
Consider a simple, one-component vapor (water vapor), for exam- 
ple, supersaturated so that its relative humidity (RH) exceeds 100%. 
Attainment of stable equilibrium in this system depends on a 
"reaction" in which individual vapor molecules aggregate to form 
clusters (essentially van der Waals molecules) and finally larger 
fragments of liquid. In the simplest case, the cluster is treated as a 
liquid drop. The free energy change AF involved in the clustering 

process consists of two parts, (i) AFbulk, which is associated with the 
formation of the volume of the cluster and represents a free energy 
decrease because the vapor is supersaturated, and (ii) AFsUdace, 
which accompanies the formation of the interface between cluster 
and vapor, and represents a free energy increase proportional to the 
cluster surface area. With smaller clusters, the positive AFSufia,, 
dominates so that AF increases with size. However, with increasing 
size the negative AFbulk overcomes this effect so that A F  passes 
through a maximum. The result is the free energy barrier illustrated 
qualitatively in Fig. 1, where AF is plotted versus n, the number of 
molecules in the cluster. At the maximum, n is denoted by n*, and 
the height of the barrier W* is given by 

where u is the surface tension, v is the volume per molecule in the 
liquid, kB is the Boltzmann constant, T is the temperature, and the 
supersaturation S = PIP, where P is the actual pressure in the vapor 
and Pe is the equilibrium vapor pressure at the temperature T. The 
relative humidity is obtained by multiplying S by a factor of 100. 

The cluster (drop) of size n* is called a "condensation nucleus." 
Once formed, it can grow spontaneously (with a decrease in free 
energy) into a macroscopic liquid drop. The value of n* depends on 
S and is typically small (between 10 and 1000). The nucleation rate 
(rate of drop formation) is that rate at which clusters of nucleus size 
form. This process involves a sequence of reversible "reactions" in 
which the cluster adds molecules one at a time. For the rate of 
nucleation J, analysis yields 

in which the preexponential factor A is only weakly dependent on 
supersaturation. From its position in Eq. 2 it is clear that W* is the 
free energy of activation for the process. 

From a calculation of J as a function of S from Eq. 2 for water 
vapor at 300 K and at 120% R H  or a supersaturation of 1.2, an 
average of seconds will pass before the appearance of a single 
drop in a cubic centimeter of vapor. This is a meaninglessly long 
time, yet water condensation occurs readily at much lower relative 
humidities because preexisting surfaces such as dust particles and 
walls catalyze condensation by means of heterogeneous nucleation. 
The uncatalyzed process to which Eq. 1 refers is termed homoge- 
neous nucleation. At 280% RH or S = 2.8 the same calculation 
shows that about lo6 seconds will pass before a drop forms, but that 
for S = 3.11 only 1 second is required while for S = 3.4, 
second is enough. Thus at 300 K, fbr the homogeneous nucleation 
of water vapor to occur at a sensible rate, for example, at 1.0 drop 
cm-3 sec-', R H  values in excess of 300% are required; J remains 
negligible until a "critical supersaturation" S, is reached, at which 
point the value of J increases explosively. 

This extreme critical behavior may be understood on physical 
grounds. The free energy barrier constitutes a "dam" over which the 
flow of clusters (in sizes~ace) is so constrained that those behind the 

L r 

dam (including the nucleus) fall into quasiequilibrium with one 
another, such that the concentration of nuclei C* is mandated by the 
law of mass action to depend on S according to the relation 
c* = Icesn*, where Ke  is an equilibrium constant. If n* is of the 
order of 100, a slight change in S can lead to an enormous change in 
c* and consequently in the rate of nucleation. 

Measurements of S, for homogeneous nucleation can be made in 
a "cloud chamber," of which two types are particularly important, 
(i) the upward difision cloud chamber and (ii) the expansion 
(Wilson) cloud chamber. The diffusion chamber was pioneered by 
Franck and Hertz (7) and developed to a high degree of perfection 
by Katz and co-workers (8-11) (Fig. 2A). It consists of two circular 
metal plates separated by a glass cylinder. The lower plate is heated 
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and the upper one cooled. The liquid, within whose vapor S, is to be 
determined, forms a shallow pool on the heated lower plate. The 
space above the liquid is filled with helium. The liquid evaporates, 
diffuses through the helium to the upper plate, condenses to a 
smooth film, and drains back to the pool along the glass so that a 
constant state of reflux is established. The various transport process- 
es combine to produce the steady vertical distribution of supersatu- 
ration (Fig. 2B). 

How does one measure S, in this chamber? The temperatures of 
the two plates are adjusted, and the curve of S versus elevation (or 
temperature) develops until drops that are formed near the "peak" of 
the curve are observed by scattered light to fall through a laser beam 
at a rate of about 1 sec-'. The peak of the S curve is then rotated 90" 
and mapped onto the space of Fig. 3, in this case for nonane (9), 
where many peaks that correspond to similar experiments performed 
with different pairs of plate temperatures are plotted. The "enve- 
lope" of these peaks (not shown) constitutes the measured curve of 
S, versus T. The dashed curve predicted by theory (Fig. 3) is 
calculated with Eq. 2 by setting J* = 1.0 cm-3 sec-' and solving 
for S,. Agreement between theory and experiment is within a few 
percent. Such agreement is typical for a large variety of substances, 
including water (12), the alcohols (8, 13), the n-alkanes (9), 
benzene, toluene, butylbenzene, o-xylene ( lo) ,  menthol (14), stearic 
acid (15), the halogenated hydrocarbons (9), and vinyl acetate (16). 

In the expansion cloud chamber, the vapor is contained in a space 
filled with a supporting gas (for example, argon) above the liquid, 
which rests on a piston (17). The piston can be lowered in rapid 
expansion, during which time the adiabatically cooled vapor be- 
comes supersaturated to a degree calculable from the adiabatic law. 
Drops first appear when the supersaturation equals S,. Schmitt (17) 
discusses perhaps the most precise expansion chamber available at 
the present time. 

The theory of nucleation can be extended to binary and multicom- 
ponent systems (18, 19) such as a vapor mixture of water and 
sulfuric acid. The free energy of cluster formation for binaries 
depends on the cluster's molecular contents of both species, so that 
the simple "barrier" exhibited in Fig. 1 becomes a surface on which 
the nucleus corresponds to a saddle point (18). 

The foregoing discussion applies to homogeneous nucleation for 
a monomer vapor, and the agreement between theory and experi- 
ment for a polymerizable monomer (for example, vinyl acetate) is no 
different than for nonpolymerizable species. Suppose, however, that 

a single polymer formed of the same monomer is inserted into the 
monomer vapor. The polymer can then begin to aggregate (revers- 
ibly) with monomers, so that a binary cluster of nucleus size is 
eventually created, followed by the appearance of a macroscopic 
liquid drop. Theory allows the estimation of the average time T that 
elapses after the insertion of the polymer and before a nucleus is 
formed (20). For styrene vapor at 247.6 K and S = 11.42 (far below 
S, = 30 for styrene at this temperature so that homogeneous 
nucleation does not occur) it can be shown that, if the polymer has a 
DP (degree of polymerization or number of monomer units in the 
polymer) of 8, T = 1.2 x lo7 seconds. With DP = 9, T = 6.2 x 
lo2 seconds, while with DP = 10, T = 3.1 x second, and with 
DP = 11, T = 1.6 x lop6 second. Thus an increase in DP of only 
37% is accompanied by a decrease in T of 13 orders of magnitude. A 
meaningful laboratory time (1  second) occurs between DP = 9 and 
10, where, for only an 11% increase in DP, T decreases by four 
orders of magnitude. 

Now suppose that a polymer is grown in the supersaturated 
monomer vapor via the chain process of scheme 1. The growing 
polymer will in effect never nucleate a drop at DP = 8 but will do so 
almost instantaneously at DP = 11. Thus the presence of the 
polymer of DP = 11 can be detected by the drop it produces, so that 
one can "tune" to a given size (the "tuneable" size) by controlling 
the supersaturation. 

Why is the polymer so effective in nucleating a drop, and why is 
the process so critical? The following is an inexact, but essentially 
correct, explanation (20). The barrier in Fig. 1 is generally high, so 
that the exponent in Eq. 2 is large. To a first approximation, a 
polymer with DP = n resembles a cluster of size n I n*. The ascent 
of the barrier required to form a nucleus need then begin not at the 
bottom but at a substantial elevation corresponding to n = DP. The 
height is thus effectively reduced, and with it the exponent in Eq. 2. 
However, even a small reduction in the large exponent amounts to 
an enormous increase in nucleation rate, and this explains the 
remarkable variation in T discussed above. 

Although the polymer eventually forms a nucleus, at which point 
it may be regarded as dissolved in a drop of its own monomer, it is 
mostly bare during its growth, so that growth really occurs in the 
vapor. This situation is related to the fact that when drops are 
nucleated at a rate of about 1.0 cm-3 sec-', during 1 second in 1 
cm3 of vapor, on the average, a nucleus will be present only during 
an accumulated period of lo-'' second (21). 

The diffusion cloud chamber is inexpensive and simple, but, 
because it generates gradients of both temperature and monomer 
pressure, it does not offer high precision with respect to the 
measurement of polymer kinetics. In contrast, the expansion cham- 
ber provides a uniform vapor environment within which polymers 
may grow. However, upon expansion to a given degree of supersat- 
uration, all polymers larger than the tuneable size form drops. Thus 
by varying S, and therefore the tuneable size, the cumulative yield 
for polymers greater than the tuneable size is measured. 

Chemistry and Cloud Chambers 

Pressure (mmHg) Temperature (K) 

Fig. 2. (A) Sketch of diffision cloud chamber with relevant components 
indicated. The optically defined volume of observation in the laser beam 
through which drops fall is marked by X. (B) Typical courses of diffisant 
partial pressure P, saturation pressure P,, temperature T, and supersaturation 
S in diffusion cloud chamber. [Reprinted from (36) with permission, 
copyright from The Journal of Chemical Physzw] 

The cloud chamber was developed as a tool for physicists. 
Eventually its major application was to reveal high-energy particle 
tracks. Its application to chemistry represents an evolution similar to 
that of the molecular beam-also originally a tool for physicists. In 
1939, Crane and Halpern (22) tried (unsuccessfully) to induce 
nucleation with small, single neutral molecules. In 1969, Allard and 
Kassner (23) suggested that individual molecules of H202 could 
nucleate water vapor, an idea that eventually was discarded. Al- 
though single nonpolymeric molecules are ineffective, small concen- 
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Fig. 3. Critical supersat- 
uration versus tempera- 
ture for nonane (8); heli- 
um carrier gas; diameter- 
to-height ratio 5.99: 1. 
Dashed line represents 
theory. The envelope of 
the various peaks is the 
experimental curve. [Re- 
printed from (36) with 
permission, copyright 
from The Journal of 
Chemical Physics] 
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trations of them [-lo6 cm-3 (24), as in the case of H2SO4 in water 
vapor] can cause the formation of a binary nucleus. The kinetics of 
the ultraslow photooxidation of SO2 in the presence of water vapor 
was successfully investigated in real time with the use of nucleation 
for detection (25). Other chemical kinetic studies have also been 
attempted (26). Katz and co-workers (27) were the first to adapt 
nucleation to microanalysis. Typically, a supersaturated vapor doped 
with an impurity in the parts per trillion to parts per million range in 
a diffusion cloud chamber is irradiated with ultraviolet (UV) light. 
An involatile photochemical product generated from the impurity 
induces nucleation. For identification, the dependence of nucleation 
rate on wavelength is matched to the wavelength dependence of the 
extinction coefficient times the quantum yield (28). 

Even after averaging over 400 runs, the data are still "noisy," 
which is a result of the ultraslow rate being measured; the maximum 
rate of product molecule formation in Fig. 4 is 0.6 cm-3 sec-'. 
From the measured "noise," No can be determined (20), because 
noise increases as No decreases. Thus the quantum yield can be 
measured and the system can be used as its own actinometer. 

Styrene in the liquid phase is known to produce its own free 
radicals (initiation rate, I < 10" cm-3 sec-') at room temperature 
(1). Attempts to demonstrate this thermally self-initiated process by 
conventional means in the vapor phase have been inconclusive; the 
pressure of styrene vapor does not seem to decrease with time for 
temperatures up to 400°C (33). Self-initiation is still not fully 
understood (34). In the liquid phase, the average molecular weight 
of the polymer decreases with increasing temperature, an effect 
attributed to increased recombination at higher initiation rates (35). 

Figure 5 for styrene (36) is the counterpart of Fig. 3 for nonane. 
The envelope of the many peaks is the experimental cunle of S, 
versus T. Unlike previous studies, it lies far below theory (curve 
appearing in the figure) for homogeneous nucleation. That this 
discrepancy is not a feature of nonpolymerizable styrene-like mole- 
cules is demonstrated by a similar study (36, 37) for ethylbenzene 
(+CH2CH3, Fig. 6), in which theory and experiment are in 
agreement. 

Figure 5 is explained as follows. The cloud chamber can be 
approximated as a cylindrical vessel of height 2L and radius a that 
contains styrene vapor in a uniform convectionless state. Radicals 
are initiated uniformly at rate I. Termination is absent, and the 
radicals grow into polymers which diffise and are irreversibly lost to 
the walls. With Y and z as cylindrical coordinates, the steady 
concentration of polymers (20, 36, 37) with DP = j is 

Studies of Chain Polymerization 
Figure 2 shows how the kinetics of polymerization may be 

investigated in a diffusion cloud chamber with monomer liquid on 
the lower plate. In one approach (29), a W beam enters the 
monomer vapor at the level of maximum supersaturation. Radicals 
form in the beam and grow and diffuse until they are lost to the 
chamber walls. If the beam is steady, a steady state of polymer sizes 
is established up to but not exceeding DPs of the "tuneable size." 
Radicals of this size are removed from the distribution by forming 
drops that fall through the laser beam to be counted. A low photon 
flux is used so that few enough polymer radicals grow simultaneous- 
ly to avoid recombination and condensation. The observed rate of 
nucleation then equals the rate of production of polymers of the 
tuneable size. 

If the light intensity is increased sufficiently, the nucleation rate is 
reduced because of recombination, an effect used as a diagnostic to 
indicate nucleation due to polymers (29). Methods need ;o be and 
have been developed (29) t o  ascertain that each nucleus contains 
only one polymer. The presence of more than one polymer molecule 
makes it very difficult to compare the experiment with theory. 

Nonsteady experiments (20, 30, 31) are more useful than steady 
ones, in that the tuneable size is measured rather than estimated 
from an imperfect nucleation theory. A brief pulse of W photons is 
used, a fraction of which creates radicals that grow into polymers. 
The number of polymers of tuneable size x at time t after the pulse is 
(20, 32) 

where No is the initial number of free radicals and M is the monomer 
concentration. Since x is fixed, the nucleation rate is given by 
J = k , M N , -  Figure 4 is a plot of J versus t for a pulse experiment 
on vinyl acetate (31). The curve is a least-squares fit of Eq. 3 to these 
points; from it x and k, can be determined. 

in which I(, = k(d')M, Di is the difisivity, Jo and J 1  are Bessel 
functions, and a and w, are specified eigenvalues. The appearance 
of i in k!) and Di indicates that propagation and diffision can 
depend on polymer size. 

The discrepancy between theory and experiment in Fig. 5 can be 
explained (20) by the preestablishment of the distribution described 
by Eq. 4. At given values of T and S, a polymer of tuneable size may 

Time (seconds) 

Fig. 4. Nonsteady-state nucleation in vinyl acetate after a UV pulse. Open 
circles are experimental points averaged over 400 runs. The curve is a least- 
squares fit to Eq. 4. [Reprinted from (31) with permission, copyright 1986 
from D. Reidel Publishing Company, Dordrecht, Netherlands] 

4 DECEMBER I987 ARTICLES I371 



Fig. 5 (left). Critical supersaturation versus tem- 20 - 
perature for styrene. Solid line represents theory, 
envelope represents experiment. Note the large 
discrepancy. [Reprinted from (36) with permis- ,a l6 

sion, copyright from The Journal of Chemical 5 
Physics] Fig. 6 (right). Critical supersatura- ,$ 12 
tion versus temperature for ethylbenzene. Solid 3 
line represents theory, envelope represents experi- 
ment. [Reprinted from (36) with permission, $ 8 
copyright from The Journal of Chemical Physics] 9 
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not exist in this distribution. As S is increased, the tuneable size is 
reduced into the distribution and removed in a drop. Before another 
drop can form, another "tuneable" polymer must be propagated. 
Thus the rate of drop formation is the rate of chemical propagation 
which can therefore be measured. This occurs below the value of S, 
required for homogeneous nucleation, so that the envelope curve 
lies below the theoretical one. 

Although a full discussion is not possible here (36, 3 3 ,  the 
"envelope curve" in Fig. 5 can be raised toward the theoretical curve 
by the addition of a volatile "retarder" (phenylacetylene), and the 
envelope in Fig. 6 (for ethylbenzene) can be lowered below the 
theoretical curve by the addition of 5% styrene. The value of k, in 
the vapor was measured; it was almost the same as that found in-the 
liquid. The initiation rate I in the vapor was found to lie between 1.0 
and 2 x lo2  cm-3 sec-', and is likely to be second order in the 
monomer concentration. Schmitt (38), using the more precise 
expansion chamber, found I closer to the lower value of 1.0 radical 
per cubic centimeter per second. It is not surprising that, as time 
passes, a spontaneous reduction in pressure cannot be measured at 
room temperature in styrene vapor. For these values of I and k,, it 
would require 5 x 10' years for such a decrease to occur. It is a 
measure of the sensitivity of the cloud chamber technique that it 
allows self-initiated poly&ers in the vapor to be detected immediate- 
ly. The tuneable sizes in Fig. 5 were found to lie between DP = 9 
and DP = 25, and at higher temperatures larger polymers were 
produced, in contrast to the situation in liquids. This tends to 
confirm the absence of termination. The total steady concentration 
of radicals (all sizes) was estimated to be on the order of 30 ~ m - ~ ,  
thus eliminating all possibility of recombination. For polymers such - .  

as vinyl acetate (not self-initiated), similar experiments were per- 
formed (39) by adding a trace of a thermally decomposable initiator 
(for example, benzoyl peroxide) to the vapor. Such experiments can 
clarifv the ultraslow initiation Drocess. 

Another experiment that cannot be performed by conventional 
means involves the copolymerization of monomers A and B to form 
block copolymers of the type ABAAAABBBAAABBBBA. Such a 
sequence implies that an A end unit prefers to add an A, but not 
exclusively, and vice versa. For ordinary copolymerization this 
situation is rare (1, p. 376). Usually, either both types of end unit 
prefer to add only one of the monomers or both are indiscriminate. 
However, if the rare alternative is assumed, although the distribu- 
tion of compositions among large polymers, say, with respect to A, 
will be unimodal about some average, the compositions of small 
polymers (because of the predilection against "switching") will 
consist more exclusively of blocks of either A or B. Thus the 
distribution of compositions is likely to be bimodal (40) around 
compositions of pure A or B. Isoprene [CH2=C(CH3)-CH=CH2] 
contains two double bonds, and can polymerize to form chains with 

several kinds of repeat units (1, section 3-14) and thus effectively 
forms a copolymer. 

Figure 7 is for a signal-averaged pulse experiment (41) with 
isoprene vapor (similar to that for vinyl acetate in Fig. 4). Small 
tuneable sizes are involved (different for different compositions), 
and the two peaks that occur at separate times may reflect the 
"bimodal" rates at which polymers of these sizes are produced. It 
would be quite difficult to observe this bimodal distribution by 
conventional means. 

State of the Art and Future Studies 
The preceding account has necessarily been descriptive and 

limited to a few examples. However, this field is new, and most of 
the work has been aimed at the demonstration of feasibility and at 
the study of the most simple systems. The accuracy of measurement 
has not been high; and errors of only 20% (sometimes 100%) have 
been considered good. Among the problems to be investigated are 
the study of ion chains, ring-opening polymerization (1, chapter 7), 
organometallic initiators (42), and gas-phase radiation-induced po- 
lymerization. Ion propagation by means offree ions can be orders of 
magnitude faster than free radical propagation (43). Extremely slow 
initiators, some of them involving inorganic reactions, can be 
studied as long as propagation is sufficiently fast. Polymerization 
then becomes of secondary interest and is itself used as an amplifier 
for the study of the ultraslow chemistry involved in the initiating 
step. The possibilities for radiation-induced polymerization are 

Time (sec) 

Fig. 7. Nonsteady nucleation in isoprene after a W pulse. Open circles are 
points signal-averaged over 200 runs. The existence of two maxima is 
possibly a result of the bimodal distribution of compositions. 
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particularly exciting. For example, a beta particle will produce a 
track in which the excited particles are both ions and free radicals 
(44). The ions are subject to geminate recombination (45), but ion 
propagation can be so fast that significant polymerization can still 
occur [especially in superdry media (46)l. Of course, the radicals in 
the track may also propagate, although in the case of ethyl vinyl 
ether it now appears that propagation is exclusively ionic (46). 

The cloud chamber technique offers the possibility of directly 
observing free radical, cationic, and anionic chains, and of distin- 
guishing between them. T o  understand how this could be accom- 
plished, consider a monomer vapor in an expansion cloud chamber. 
The vapor may be doped with a suitably small trace of phosphine 
that contains the beta-emitting phosphorus isotope. Very sparse 
beta tracks will be produced. These can be "developed" by conduct- 
ing an adiabatic expansion and forming drops on the polymers 
grown from the ions and radicals in the track. Furthermore, the ion 
and radical chains could be separated (before expansion) by the 
application of an electric field. Thus, one could ascertain that both 
radical and ionic chains were involved. Whether the ions were 
cations or anions or both could be established from the direction of 
displacement of the track. In a sense, when such experiments are 
performed, the circle will have been completed; the cloud chamber 
will once again be used for the observation of tracks, except that 
now the drops will have been nucleated by polymers rather than 
ions. 
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