
The Neurobiology of Learning and Memory 

Study of the neurobiology of learning and memory is in a 
most exciting phase. Behavioral studies in animals are 
characterizing the categories and properties of learning 
and memory; essential memory trace circuits in the brain 
are being defined and localized in mammalian models; 
work on human memory and the brain is identifying 
neuronal systems involved in memory; the neuronal, 
neurochemical, molecular, and biophysical substrates of 
memory are beginning to be understood in both inverte- 
brate and vertebrate systems; and theoretical and mathe- 
matical analysis of basic associative learning and of neuro- 
nal networks is proceeding apace. Likely applications of 
this new understanding of the neural bases of learning 
and memory range from education to the treatment of 
learning disabilities to the design of new artificial intelli- 
gence systems. 

A MONG THE MOST IMPORTANT AND BAFFLING QUESTIONS 

in science are how the brain codes, stores, and retrieves 
memories. The uniqueness of each human being is due 

largely to the memory store-the biological residue of memory from 
a lifetime of experience. The cellular basis of this ability to learn can 
be traced to simpler organisms. In the past generation, understand- 
ing of the biological basis of learning and memory has undergone a 
revolution. It now seems possible to identify the circuits and 
networks that participate in learning and memory, localize the sites 
of memory storage, and analyze the cellular and molecular mecha- 
nisms of memory. 

The roots of this new understanding lie in several different 
disciplines. From psychology has come a characterization of the 
behavioral properties of learning and a developing conceptual and 
theoretical analysis of the nature of the associative and nonassocia- 
tive processes that form the basis of learning and memory. From 
behavioral neuroscience has come the recognition that identifiable 
neural memory systems and circuits in the brain can be characterized 
and analyzed. From network analysis and cognitive science we are 
learning how memory and cognitive properties can emerge as 
collective properties of systems of neurons. From neurobiology we 
are learning about the cellular, biophysical, and molecular mecha- 
nisms that may underlie elementary forms of associative learning in 
neural circuits. 

The success of this collective approach has been the source of 
great optimism and will probably lead to fundamental insights into 
the physical basis of memory over the next few years. These insights 
will be significant not only for basic science but for applied and 
clinical uses as well. The most common complaint in normal aging is 
memory impairment. In a range of organic disorders (for example, 
amnesia and Alzheimer's disease), the most prominent sign is a 
disorder of memory. At the other extreme is the memory retrieval 

and information processing of the expert (for example, chess 
master). The human brain is an extraorlnary parallel information 
processing system quite unlike current digital computers. More 
generally, education, a multibillion dollar industry in the United 
States alone, strives to achieve the most effective and meaningful 
learning. The science most basic to all these conditions and endeav- 
ors is the neurobiology of learning and memory-how the brain 
codes, stores, and retrieves memories. 

Definitions and Issues 
Lasting changes in behavior resulting from prior experience can 

be characterized as the result of learning, memory, and retrieval 
processes. Most psychologists would agree on the existence of 
several forms or categories of learning, but would be less likely to 
agree on the properties that uniquely distinguish them. At this 
point, it is useful to keep the basic definition of learning broad. 
Thus, bacteria have a kind of memory-their behavior can change as 
a result of experience (for example, after exposure to certain 
molecules), and this change can persist after the experience. This 
example does not fit neatly into any of the common categories of 
learning but it may serve as a model (1). 

It has been useful to distinguish two basic categories of learning- 
nonassociative and associative. Nonassociative learning results from 
experience with a single type of event. Habituation-a decrease in 
response to repeated stimulation-and sensitization-an increase in 
response after (usually strong) stimulation-are examples. Associa- 
tive learning, resulting from the conjunction of two or more events, 
is commonly categorized into Pavlovian (or classical) and instru- 
mental conditioning (2). At the most basic level, associative learning 
concerns the causal relations between events occurring in the 
organism's environment (3 ) .  From a neurobiological point of view, 
Pavlovian conditioning as an experimental tool has several advan- 
tages over instrumental learning-the most important being that the 
effects of experimental manipulations on learning (rather than on 
performance) can be more easily evaluated ($)-but both exhibit 
similar basic properties of associative learning. 

Currently, the most productive research strategy for investigating 
the neural basis of learning is the model systems approach (5, 6): 
selection of an organism that exhibits a given form of learning and 
memory and that has a nervous system amenable to analysis. Certain 
invertebrate preparations are valuable as model systems because 
some of their behavioral functions are controlled by ganglia that 
contain relatively small numbers of large, identifiable cells--cells 
that can be consistently identified in different individuals of the 
species (5, 7-9). With vertebrate model systems, these goals are 
considerably more difficult to attain. Specialized forms of learning in 
birds-imprinting and song learning-have proved to be most 
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useful models (10). But we are mammals-the ultimate goal is to 
understand how the human brain stores memories. 

The problem of localizing the neuronal substrates of learning and 
memory, first explored in depth by Lashley (11) and later by Hebb 
(12), has been the greatest barrier to progress and remains fimda- 
mental to all work on the biological basis of learning and memory. 
To analyze the biophysical mechanisms that form memory traces it is 
necessary to localize the memory traces, and this in turn requires 
identification of the essential memory trace circuits. By "essential 
memory trace circuit" I mean the neuronal circuitry from receptors 
to effectors that is necessary and sufficient for learning and memory 
in a given training paradigm. By "essential memory trace" I mean 
the neuronal processes of plasticity that are necessary and sufficient 
to store the memory in question. The latter is far more difficult to 
establish than the former. In the mammalian brain, identification of 
essential memory trace circuits for associative learning is only now 
being achieved, and evidence for localization of memory traces for 
some types of learning is just now being developed. 

Identification of Essential Memory Trace 
Circuits in the Mammalian Brain 

Recent evidence strongly supports the view that memory trace 
circuits, and by inference memory traces, are localized rather than 
widely distributed in the mammalian brain. But "localized" may 
include multiple sites, and within a site the trace or traces can still be 
distributed among the neural elements or ensembles. Although 
controversies still exist, the weight of evidence argues against the 
possibility that essential memory traces are localized to sensory relay 
nuclei below the level of the thalamus, motor nuclei, or reflex 
pathways (4, 13). The structures currently thought to be most 
involved in memory trace formation are the cerebellum, hippocam- 
pus, amygdala, and cerebral cortex. 

Essentzal circuity for learning. of dismete, aduptive behavioral respons- 
es. Recent evidence based primarily on eyelid conditioning as a 
model system (6, 14) overwhelmingly favors an essential role for the 
cerebellum in both learning and memory of discrete, adaptive 
behavioral responses to aversive events, thus supporting the general 
spirit of earlier theories of the role of the cerebellum in motor 
learning (15, 16). Through the use of lesions, electrophysiological 
recordings, electrical microstimulation, microinfusion of drugs, and 
anatomical methods, it has been shown that a region of the 
cerebellum ipsilateral to the trained eye (lateral interpositus nucleus) 
is essential for the learning and memory of the conditioned eye-blink 
response but not for the reflex response (1 7, 18). Kainic acid lesions 
of the interpositus nucleus abolish the conditioned response (CR), 
with no attendant degeneration in the inferior olive (19). These 
effects are ipsilateral: unilateral cerebellar lesions do not impair 
learning of responses on the contralateral side of the body. This 
effect also holds across conditioned stimulus (CS) modalities, 
skeletal response systems, species, and perhaps instrumental contin- 
gencies (20). Electrophysiological analysis reveals several localized 
regions of cerebellar cortex and the lateral interpositus nucleus 
where neurons, including identified Purkinje cells, develop pat- 
terned changes in discharge frequency that precede and predict the 
occurrence and form of the learned behavioral response within trials 
and predict the development of learning over training trials (21,22). 
Electrical microstimulation of the interpositus nucleus in untrained 
animals elicits behavioral responses by way of the superior cerebellar 
peduncle-for example, eye-blink and leg flexion-the nature of the 
response being determined by the locus of the electrode. Collective- 
ly, these data suggest that the memory traces are afferent to the 
efferent fibers of the superior cerebellar peduncle, for example, in the 

interpositus, the cerebellar cortex, or in systems for which the 
cerebellum is a mandatory efferent. 

The essential efferent CR pathway seems to consist of fibers that 
exit from the interpositus nucleus ipsilateral to the trained side of the 
body in the superior cerebellar peduncle, that cross to relay in the 
contralateral magnocellular division of the red nucleus, and that 
cross back to descend in the rubral pathway to act ultimately on 
motor neurons (23). Whether other efferent systems also control 
the CR is not known, but descending systems originating rostral to 
the midbrain are not necessary for learning or retention of the CR 
(24). 

Recent lesion and microstimulation evidence suggests that the 
essential reinforcement pathway for the unconditioned stimulus 
(US), which is the necessary and sufficient pathway conveying 
information about the US to the cerebellar memory trace circuit, is 
constituted of climbing fibers from the dorsal accessory olive 
(DAO) projecting through the inferior cerebellar peduncle. Thus, 
lesions of the appropriate region of the DAO prevent acquisition 
and produce normal extinction of the behavioral CR with continued 
paired training in animals that have already been trained (25). 
Electrical microstimulation of this same region elicits behavioral 
responses and serves as an effective US for normal learning of 
behavioral CR's; the exact behavioral response elicited by DAO 
stimulation is learned as a normal CR to a CS (26). The inferior 
olive-climbing fiber system also plays an important role in adapta- 
tion of the vestibule-ocular reflex and in recovery from motor 
abnormalities induced by labyrinthine lesions (27). 

Lesion and microstimulation data suggest that the essential CS 
pathway includes mossy fiber projections to the cerebellum via the 
pontine nuclei. Thus, sufficiently large lesions of the middle cerebel- 
lar peduncle prevent acquisition and immediately abolish retention 
of the eyelid CR to all modalities of the CS (28), whereas lesions in 
the pontine nuclear region can selectively abolish the eyelid CR to 
an acoustic CS (29). Electrical microstimulation of the mossy fiber 
system is an effective CS, producing rapid learning (on average more 
rapid than with peripheral CS's) when paired with, for example, a 
corneal airpuff US (30). If animals are trained with left pontine 
nuclear stimulation as the CS and then tested for transfer to right 
pontine stimulation, transfer is immediate (that is, it occurs in one 
trial) if the two electrodes have similar locations in the two sides, 
suggesting that under these conditions the traces are not formed in 
the pontine nuclei but rather beyond the mossy fiber terminals in the 
cerebellum (31). Finally, appropriate forward pairing of mossy fiber 
stimulation as a CS and climbing fiber stimulation as a US yields 
normal behavioral learning of the response elicited by climbing fiber 
stimulation (32). Lesion of the interpositus abolishes both the CR 
and the UR in this paradigm. A hypothetical and much simplified 
schematic of the essential memory trace circuit is shown in Fig. 1. 
All these results taken together would seem to build an increasingly 
strong case for localization of the essential memory traces to the 
cerebellum, particularly in the "reduced" preparation with stimula- 
tion of mossy fibers as the CS and of climbing fibers as the US. In 
the normal animal trained with peripheral stimuli, the possibility of 
trace formation in brain stem structures has not yet been definitively 
ruled out. 

We initially suggested that such memory traces might be formed 
in the cerebellar cortex (33) where, as Eccles and others have 
stressed, there is more neuronal machinery than in the interpositus 
nucleus. However, none of the cerebellar cortical lesions that we 
have made permanently abolish the CR. Yeo e t  al. (34), using 
different stimulus and training conditions, reported that complete 
removal of the cortex of Larsell's cerebellar lobule H VI permanently 
abolished the eye-blink CR. Complete removal of H VI did not 
abolish the CR in three separate studies in our laboratory (35). 
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Recently, we repeated the stimulus and training conditions of Yeo e t  
al. and found that complete removal of H VI causes only transient 
loss of the CR; all animals eventually relearned (36). But these 
results do not rule out multiple parallel cortical (and interpositus) 
sites for the memory trace. Cortical lesions that have been tried may 
not have removed all such sites; the flocculus has not been lesioned, 
and electrical microstimulation of the flocculus can elicit eye blinks 
in the rabbit (37). In general, the larger the cerebellar cortical lesion, 
the more pronounced and prolonged the transient loss of the CR. 
Further, cerebellar cortical lesions made before training can prevent 
learning in some animals (38). The possibility of multiple cortical 
sites is consistent with the organization of somatosensory projec- 
tions to the cerebellum (39). 

Plasticity of the vestibule-ocular reflex, discussed in recent reviews 
(40-42), is an intriguing example of a learning-like change in 
behavior as a result of altered visual input. Gain control can be 
altered by using lenses or by moving the visual field and the head. 
The vestibulo-ocular reflex (VOR) shows a persisting (hours to 
days) adaptation to the changed gain. It differs from associative 
learning and memory in at least one important way: there is no sign 
of long-term retention, that is, neither the rate of adaptation nor the 

Parallel fiber 

Cerebellum 

Behavior UR, CR 

(tone) Midline 

Fig. 1. Simplified schematic of hypothetical memory trace circuit for discrete 
behavioral responses learned as adaptations to aversive events. The US 
(corneal airpuft) pathway seems to consist of somatosensory projections to 
the dorsal accessory portion of the inferior olive (DAO) and its climbing 
fiber projections to the cerebellum. The tone CS pathway seems to consist of 
auditory projections to pontine nuclei (Pontine N) and their mossy fiber 
projections to the cerebellum. The efferent (eyelid closure) CR pathway 
projects from the interpositus nucleus (Int) of the cerebellum to the red 
nucleus (Red N) and via the descending mbrd pathway to act ultimately on 
motor neurons. The red nucleus may also exert inhibitory control over the 
transrmssion of somatic sensory information about the US to the inferior 
olive (10), so that when a CR occurs (eyelid closes), the red nucleus 
dampens US activation of climbing fibers. Evidence to date is most 
consistent with storage of the memory traces in localized regions of 
cerebellar cortex and possibly interpositus nucleus as well. Pluses indicate 
excitatory and minuses inhibitory synaptic action. Additional abbreviations: 
N V (sp), spinal fifth cranial nucleus; N VI, sixth cranial nucleus; N VII, 
seventh cranial nucleus; V Coch N, ventral cochlear nucleus. 

rate of recovery increases with repeated exposures (40,41,43). Such 
savings with repeated training sessions is characteristic of associative 
learning and even of nonassociative learning processes such as 
habituation. 

Ablation of the flocculus or of the vestibular ce;ebellum including 
the flocculus abolishes VOR adaptation in rabbit, cat, and monkey 
(40). Utilizing recording of Purkinje cell activity, lesions, and 
electrical stimulation, Ito developed evidence that the plasticity 
occurs in the cerebellum (flocculus) in the rabbit (41,42). Miles and 
Lisberger (40) proposed an alternative argument, based on Purkinje 
cell recording in the monkey flocculus, that both brain stem and 
cerebellum are involved but that plasticity is primarily in the brain 
stem. But Watanabe's (43) recent Purkinje cell recording in monkey 
flocculus seems consistent with Ito's hypothesis. Workers agree that 
the flocculus is necessary for VOR adaptation. Recent evidence 
supports Ito's view that plasticity can be established in the flocculus 
of the rabbit by use of conjoint electrical stimulation of mossy or 
parallel fibers and climbing fibers. 

An extensive literature argues that the cerebellum plays a critically 
important role in the performance of skilled (learned) movements in 
higher mammals (44). In an earlier Soviet literature it was reported 
that complete removal of the cerebellum in dogs abolished or 
severely impaired the conditioned leg flexion and salivary responses 
(45). Lesion of the cerebellar vermis has been reported to abolish 
long-term habituation of the acoustic startle response and abolish 
the conditioned heart rate response in rats (46). The cerebellum may 
play a much wider role in learning and memory processes than was 
thought. 

Classically conditioned cardzovmcular responses ('tfeafl' leamind). A 
relatively consistent picture is emerging from studies on cardiovas- 
cular conditioning in three vertebrate species. The paradigm in 
classical conditioning in which an auditory or visual CS several 
seconds long terminates with an electric shock US to some portion 
of the head or body. In the baboon, small, discrete bilateral lesions 
of the perifornical region of the hypothalamus abolish the entire 
learned cardiovascular response complex-heart rate increase, blood 
pressure increase, and so forth--completely, permanently, and 
selectively (47). The lesion has no effect on reflex cardiovascular 
responses, on cardiovascular responses associated with exercise, and 
on a behavioral measure of conditioned "fear"-conditioned sup- 
pression of lever pressing. It is not known whether the effective 
lesion is to neuron somas or to fibers of passage. The use of lesions, 
electrical stimulation, neural unit recording, microinfusion of drugs, 
and anatomical methods has permitted the identification of much of 
the essential circuitry for cardiovascular conditioning in the pigeon 
and rabbit (48). The essential efferent pathway includes portions of 
the amygdala, hypothalamus, and descending pathways to the brain 
stem and spinal cord. In the rabbit, the lateral subthalamic region 
seems to be a critical portion of the efferent pathway from the 
amygdala. In the pigeon, with a visual CS, any one of three visual 
pathways can support conditioning, and training-induced modifica- 
tion of neural unit activity occurs at, but not afferent to, central 
thalamic optic relays. Although it is not yet known where the 
memory traces are located, the amygdala is a possibility; it seems 
more generally involved in conditioned emotional responses (fear) 
(49). A new and unexpected finding is that a lesion of the cerebellar 
vermis selectively abolishes conditioned bradycardia in the rat (50). 
Gold and Cohen earlier reported that cerebellectomy does not 
abolish conditioned tachycardia in the pigeon (51). 

Davis et al. have used conditioned potentiation of the acoustic 
startle response in the rat as a model of conditioned emotional state. 
Having earlier defined the acoustic startle reflex pathway [ventral 
cochlear nucleus-nuclei of lateral lemniscus-nucleus reticularis pon- 
tis caudalis-spinal interneurons-motor neurons (52)], they deter- 
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mined that the potentiating effect of a light, previously paired with 
shock, on the startle response seems to act on the startle circuit at the 
ventral nucleus of the lateral lemniscus (53). Essential components 
of the potentiation circuit include the geniculo-cortical visual system 
and the amygdala (54), as in the cardiovascular learning circuit for a 
visual CS in the pigeon. 

Cerebral coflex and hippocampus. Karl Lashley pioneered the study 
of the role of the cerebral cortex in visual discrimination learning 
and memory. In classic studies he showed that the striate (primary 
visual) cortex in rats is essential for learning and memory of visual 
pattern discriminations but not for brightness discrimination, which 
is relearned postoperatively in about the same number of trials as 
original learning required (55), thus providing a useful model for 
study of recovery of function (56). Mishlun (57) has worked out the 
afferent limb of the essential circuit for one aspect of pattern vision 
memory in the monkey-two-dimensional pictures of visual forms. 
In brief, the circuit is striate cortex to prestriate cortex, corpus 
callosum between prestriate cortices of the two hemispheres, and on 
to an area in the inferotemporal cortex (TE). Either hemisphere or a 
combination will do, as long as information can get from one striate 
cortex to one area TE. This part of the circuit is also essential for 
recent visual memory, but the actual locations of the memory traces 
for visual patterns remain elusive. 

Studies of human amnesia implicated the hippocampus in learn- 
ing and memory (%), but this syndrome proved lfficult to replicate 
in animals [see Squire (59) for an extended discussion]. Mishkin 
showed that a deficit in recent memory function (delayed nonrnatch- 
ing to sample) can be produced in monkeys subjected to bilateral 
ablation of both the hippocampus and the amygdala (60). He 
identified the afferent limb of the recent visual memory circuit- 
primary visual cortex, visual association areas (prestriate cortex), 
information transfer via corpus callosum between prestriate areas of 
the two hemispheres, inferotemporal cortex, and hippocampus- 
amygdala. Recording studies in a delayed matching-to-sample task 
identified some neurons in area TE as responding in relation to 
relatively short-term aspects of this type of recognition memory but 
not to longer term aspects (61). 

Lesions of the hippocampus (and septal nuclei) severely impair 
learning of spatial tasks in the rat (62), as do frontal cortical lesions 
(63). Consistent with the effects of hippocampal lesion are electro- 
physiological data demonstrating a striking correlation between 
increased firing of certain hippocampal neurons and the location of 
an animal in space (64). This evidence has been interpreted within 
the framework of "spatial memory," but an alternative interpreta- 
tion can be made in terms of "working memory" (62, 65). It is not 
yet clear whether the spatial correlates of hippocampal neurons 
develop as a result of learning (66). Neuronal activity in the 
hippocampus becomes massively engaged in simple classical and 
instrumental learning tasks, often selectively under conditions of 
learning, even though the hippocampus is not essential for the 
learning or memory of these tasks (67). But the hippocampus can 
become important when more complex demands are placed on the 
animal, even in classical conditioning (4). 

A long-established behavioral deficit in primates resulting from 
lesions of one portion of the frontal lobes (in sulcus principalis) is 
seen in the delayed-response problem (68) as an inability to 
remember, even briefly, which cup a reward is placed under if a 
screen is lowered during the delay. The delayed response deficit with 
a frontal lesion is one of the rare cases in which analogous "lesions" 
seem to produce analogous deficits in short-term memory in 
monkeys and humans (69). Recent studies have characterized a 
portion of the cortico-cortical circuitry for this portion of the frontal 
lobe. Thus, afferent projections from the contralateral principal 
sulcus and from the ipsilateral parietal association cortex form 

interdigitating zones in the principal sulcus (70). There are also 
projections from the temporal auditory and visual association areas. 
In monkeys performing delayed response and delayed alternation 
tasks, single units in the frontal cortex show several patterns of 
response including sustained discharge during the delay period that 
seems to be related to performance of the task (71). Such cellular 
activity is consistent with the notion that this region may participate 
in a form of short-term memory. 

In sum, the results of animal studies demonstrate a marked 
involvement of the hippocampus in a wide range of learning and 
memory phenomena, and lesions in the primate have replicated 
aspects of human amnesia. But all available evidence indicates that 
long-term or "permanent" memory traces themselves are not stored 
in the hippocampus in humans or other animals. Although it is 
widely assumed that the cerebral cortex is a principal site of long- 
term storage, the evidence from studies in infrahuman animals is 
surprisingly sparse; current evidence does suggest involvement of 
the neocortex in shorter term memory processes. The clinical 
literature suggests that "language memory" is stored in the cerebral 
cortex (72), but lesion evidence, per se, cannot demonstrate storage 
locus, only necessary involvement. The cerebral cortex would seem 
to be critically important for "cognitive" processes in higher marn- 
mals and humans. 

Neural Mechanisms of Learning 
Numerous candidate mechanisms of neural plasticity could be 

responsible for learning and memory-these include all the biophys- 
ical changes that affect the functional properties of neurons, plus 
phenomena that have not been discovered (73, 74). I will focus on 
putative mechanisms for which some empirical evidence exists. All 
evidence to date indicates that the mechanisms of memory storage 
are local and do not involve the formation of new projection 
pathways. Furthermore, to the extent that they have been identified, 
essential memory trace circuits in the vertebrate brain (and, by 
inference, memory traces) are localized. Local changes could include 
the formation of new synapses, structural and chemical alterations in 
neurons and synapses, and alterations in membrane properties that 
influence functional properties of preexisting synapses. 

A large proportion of work on putative brain substrates of 
instrumental learning and memory in mammals (usually the rat) has 
been done in the context of the consolidation hypothesis, which 
provided a general framework for mechanisms of storage. This 
hypothesis states that there are two phases in memory formation, an 
initial phase in which memories can be altered by subsequent 
treatments and a later phase in which they are relatively impervious 
to treatment (75, 76). The empirical evidence shows that a range of 
posttraining treatments alter subsequent retention performance: 
electroconvulsive shock and inhibitors of protein synthesis severely 
impair retention, and many drugs facilitate retention (77, 78). 

The great majority of animal studies have used a single posttrain- 
ing treatment, in which peripheral factors seem to be critical. Thus, 
peripheral doses of p-endorphin and [Met]- and [Leulenkephalin 
too low to have any detectable central effects can attenuate amnesia 
in rats (79). The amnesia produced by central administration of 
puromycin can be prevented by removing the adrenal gland; 
removal of the adrenal medulla prevents facilitation by ampheta- 
mine, effects of opioids, and impairment by electrical stimulation of 
the amygdala (80). The key role of the adrenal gland in these animal 
studies may be related to the profound effect of emotional state on 
the ability of humans to remember experiences. Memory consolida- 
tion is discussed by Squire (59). 

Structural alterations in neurons. Now classic studies demonstrated 
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that early visual deprivation can result in both functional and 
anatomical alterations in neocortical neurons and in visual function 
(81). Cortical and cerebellar neurons in animals given "enriched" 
environments show substantial anatomical alterations-greater den- 
dritic branching, more spines, and higher spine densities (and by 
inference more synapses) (82, 83); such animals are superior in a 
variety of learning tasks to deprived controls (reared singly) (84). 
Anatomical changes have been described for neocortical and hippo- 
campal neurons with several types of learning tasks (85). But in 
many of these studies, the tissues involved are not essential for 
learning and memory of the tasks. Nonetheless, results of such 
studies on the relation between morphological changes in specific 
brain areas and specific behavioral learning tasks are provocative. 

Alterations in preexisting synapses. Among the simplest ways to 
modify the strength of a preexisting synapse is to change transmitter 
release from presynaptic terminals by changing the conductance of 
certain ion channels, a mechanism that appears to operate in several 
invertebrate and vertebrate models. Thus, short-term habituation 
appears to be presynaptic and seems to result from homosynaptic 
depression (5, 9, 86), which in turn may result from decreased 
transmitter release (87). The biophysical basis of this presynaptic 
form of homosynaptic depression in Aplysza is apparently a reduced 
availability of Ca2+ to participate in the release of the transmitter as a 
result of repeated activation. 

Sensitization, on the other hand, is a superimposed, independent 
process of facilitation in most systems (5, 88). In the Aplysza gill 
withdrawal circuit, a facilitator interneuron becomes activated and 
acts on sensory neuron terminals to increase the level of intracellular 
adenosine 3',5'-monophosphate, which, through a cascade of intra- 
cellular reactions not fully understood, causes a particular class of 
potassium channels in the sensory neuron to close, thereby reducing 
the overall efflux of K+ at the time of depolarization by the action 
potential. Because the repolarization of the neuron is due to an 
efflux of K+, a decreased outward movement of K+ ions results in a 
longer period of depolarization produced by each action potential, 
which in turn results in an increased influx of extracellular Ca2+ and 
transmitter release (89). 

Two invertebrate models of classical conditioning, in Aplysia and 
Hemzksenda, deal with changes in ionic conductance. In Aplysia, a 
short-term pairing-specific presynaptic increase in transmitter re- 
lease from sensory neuron terminals develops by a process analogous 
to that producing sensitization. The increased idlux of Ca2+ from 
the action potential in the sensory neuron terminal is thought to 
modulate the adenylate cyclase system in a temporally specific 
manner in association with the action of the modulator from the 
facilitator interneuron (90). In the Hemksenda model, persistent 
postsynaptic changes occur in the type B photoreceptor cell as a 
result of pairing a visual CS and vestibular US (91). These changes 
appear to be due to reduction in two species of outward K+ currents 
in the type B cell (92). 

There is some evidence for learning-induced alterations in ion 
channel conductance in mammalian systems. Woody (74), using a 
form of eyelid-blink conditioning in the cat, found that neurons in 
the motor cortex show increased excitability that apparently resulted 
from alterations in conductance, which in turn might be the result of 
alterations in a second messenger system. Eyelid conditioning in 
mammals markedly increases the within-trial responses of pyramidal 
neurons in the hippocampus (93). Recent evidence suggests that 
such training may decrease after-hyperpolarization in pyramidal 
neurons by decreasing a Ca2+-activated outward K+ conductance 
(94). But other persistent changes occur as well in hippocampal 
tissue in eyelid conditioning, including a prolonged learning-specific 
increase in glutamate receptor binding (95). An important aspect of 
all these findings in mammalian systems, whether or not they reflect 

the formation of memory traces, is that persisting local changes do 
occur in cortical neurons as a result of training-the increased 
neuronal responsiveness is not due simply to increased activation 
from elsewhere. 

Long-term potentiation. Long-term potentiation (LTP) has be- 
come popular as a putative mechanism of memory in the vertebrate 
brain (96). A brief tetanic electrical stimulus (for example, a few 
seconds at 100 Hz) to certain pathways induces an increased 
synaptic excitability that can for days or weeks (97). It was 
first found in the perforant path to granule cells in the dentate gyms 
and for some time was thought to be unique to the hippocampus, 
but it has now been reported in other brain regions as well (96). 
LTP resembles posttetGic potentiation (PTP), ahhenomenon early 
proposed as a mechanism of memory (98), except that LTP lasts 
much longer. The mechanisms underlying LTP are not yet known. 
The fact &at LTP, per se, does not i n ~ o l v ~  convergent &puts (from 
CS and US) seemed a problem until the phenomenon of "cooper- 
ativity" was demonstrated: tetanic stimulation must be above a 
certain strength to induce LTP; below this level only facilitation, 
augmentation, and PTP are seen (99). Further, associative-like LTP 
by appropriate stimulation of two inputs has been demonstrated 
(loo), thus providing a possible model of the "Hebb synapse" (101). 
The most detailed hypothesis relating LTP to memory is that of 
Lynch and Baudry (102). In brief, increased intracellular calcium is 
hypothesized to rapidly and irreversibly increase the number of 
receptors for glutamate (a probable neurotransmitter) in forebrain 
synaptic membranes by activating a protease that degrades a specific 
protein, which in turn could produce long-lasting changes in 
synaptic chemistry and ultrastructure. Evidence suggests that "new" 
synapses may be formed in the hippocampus in as short a time as 10 
minutes after induction of LTP (82, 103). 

Long-term depression. Ito has described a process in the cerebellum 
complementary to LTP, termed long-term depression (LTD) (41, 
42, 104). The initial demonstration was a stimulation analog of 
VOR adaptation: electrical stimulation of the vestibular nerve 
(activating mossy fibers to the flocculus) and of the inferior olive 
(climbing fibers) conjointly in the high decerebrate rabbit (104). 
This produced both a brief (10 minutes) and prolonged (1 hour) 
depression in the Purkinje cell response to vestibular nerve stimula- 
tion. The same result was obtainedwith direct stimulation of varallel 
fibers and climbing fibers, with conjoint glutamate application and 
climbing fiber stimulation, and with conjoint parallel fiber and 
white matter stimulation (Purkinje cell excitatory postsynaptic po- 
tentials) in guinea pig cerebellar slice in vitro (1 05, 106). The effect 
is maximal with close temporal contiguity, but can occur over a wide 
range-from the onset of parallel fiber stimulation 20 msec prior to 
that of climbing fibers, to the onset of climbing fiber stimulation at 
least 375 msec prior to that of parallel fibers (107). The timing 
requirements for behavioral learning (eye-blink CR) with conjoint 
stimulation of mossy fibers (CS) and climbing fibers (US) are 
different from those producing LTD, but in close accord with the 
requirements for classical conditioning of skeletal responses in 

(14): learning is maximal if-the onset of mbssy fiber 
stimulation precedes that of climbing fiber stimulation by about 200 
to 400 msec, even if the mossy fiber stimulus occurs only at the 
onset of the CS interval; no learning occurs if the mossy fiber 
precedence is 50 msec or less (that is, close contiguity does not yield 
behavioral conditioning) (32). 

Insofar as the putative mechanism of LTD is concerned, Ekerot 
and Kano (107) suggested that the critical event is the climbing 
fiber-evoked depolarizing plateau-like potential, which, in distal 
Purkinje cell dendrites, may last several hundred milliseconds. It is 
presumed to represent an influx of Ca2+ ions into Purkinje cell 
dendrites (108). If Purkinje cells are inhibited (stimulation of "off- 
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beam" parallel fibers inducing inhibition via stellate and basket cells) 
simultaneously with climbing fiber activation, the plateau-like po- 
tential does not develop, nor does LTD (107). Thus, ca2+ i& 
may be necessary for LTD and argues against the possibility that an 
extracellular factor released by climbing fiber terminals is critically 
involved (41). In addition, there is evidence that quisqualate- 
sensitive glutamate receptors may be specifically activated LTD 
(1 06). 

Mossy and climbing fibers have different timing requirements for 
stimulation to induce behavioral associative learning and LTD; 
although this difference may imply a different mechanism, the same 
mechanism could operate and the different timing requirements be 
the result of network properties. Depression of Purkinje cell activa- 
tion from parallel fibers will of course increase the excitabilitv of 
Purkinje ta&et nuclear cells, the Albus model of how the cerebeilum 
might function in motor learning (109). In the awake, untrained 
rabbit, those Purkinje cells that respond to a tone typically show 
evoked increases in discharge frequency. In trained animals (eye- 
blink CR), Purkinje cells in several regions (H VI, crus I, crus 11, 
and ~aramedian lobules) show alterations that correlate closelv with 
and irecede the occurrence of the learned behavioral CR, thd most 
common pattern being a within-trial decrease in frequency of 
discharge (simple spike), although increases have also been observed 
(22, 110). 

Climbing fiber responses (complex spikes) of Purkinje cells 
evoked by the US onset (corneal airpuq are prominent in untrained 
animals and in those beginning training, but much less 
frequent in well-trained animals (110). This result is similar to that 
of a recent report that activation of the red nucleus can depress 
somatosensory activation of the inferior olive (1 11). In a trained 
animal with a well-established eye-blink CR, there is a marked 
activation of inter~ositus neurons that would be ex~ected to activate ' 
red nucleus neurons via the superior cerebellar peduncle; this 
activation is maximal at about the time of onset of the US. Thus, 
climbing fiber activation of Purkinje cells could function as an "error 
signal" when the CR fails to occur, somewhat analogously to the 
role hypothesized by Ito for climbing fibers in VOR adaptation 
(Fig. 1). Such a system could provide a mechanism to account for 
the behavioral learning phenomenon of blocking (1 12). 

Neurochemical processes. This review would be incomplete without 
specific reference to neurochemical processes involved in learning 
and memory. Much of this work has been done in the context of 
memory co~solidation. A wide range of chemicals can influence 
memory performance, and learning involves many alterations in 
neurotransmitter systems and other chemical processes (77, 78, 
113). It would be astonishing if this were not the case since synaptic 
transmission is largely a chemical process and proteins are the 
structural substrates of cells. Memory traces almost certainly involve 
physicochemical changes in neurons and very likely involve DNA. 
But it will onlv be when memow traces have been localized and 
mechanisms understood to some degree that specific chemical 
processes involved in memory storage can be elucidated. 

Overview 
Analysis of mechanisms of neural plasticity involved in learning is 

but one step in understanding the neurobiology of learning and 
memory. Characterizing mechanisms of plasticity entails identifying 
the circuitry responsible for a form of learning, determining the sites 
of plasticity within the circuit, and then elucidating the cellular 
mechanisms involved. It is still necessary to bridge the gap from 
mechanisms to the behavioral phenomena of learning and memory. 
Groves and Thompson (114) and Hawkins and Kandel (115) 

provided qualitative examples of how findings from the cellular " 
analysis of learning in simplified preparations might be generalized 
to account for a variety of learning phenomena observed in both 
vertebrates and invertebrates. 

A relatively new aspect of the neurobiology of learning and 
memory concerns theoretical and computational modeling of learn- 
ing and memory circuits and networks in the brain (16, 116). As 
memory circuits are defined empirically in both invertebrate and 
vertebrate nervous systems, it becomes essential to determine quan- 
titatively what these circuits and their associated neurobiological 
processes can do. This can be achieved only by mathematical and 
computational modeling. Changes on a cellular level must be related 
to learning and memory storage on a network level. Such quantita- 
tive modeling and mathematical analysis will form strong bridges 
between artificial intelligence, cognitive science, and empirical stud- 
ies of memory circuits and networks in the brain (1 17). 
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