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Ultrafast Phenomena in 
Semiconductor Devices 

The building blocks of future ultra- 
high-speed computers will be products of 
rapid advances now taking place in de- 
vice technology. During the last 30 years 
there has been remarkable progress in 
the evolution of new high-speed devices. 
Semiconductor circuits have been in- 
creasing in speed by approximately a 
factor of 10 each decade. A number of 
new high-speed device technologies are 
being developed. In this article we will 
limit the scope of our discussion primari- 
ly to the fundamental aspects of emerg- 
ing high-speed semiconductor technolo- 
gies. 

As semiconductor electronic devices 
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become smaller and faster, we must ex- 
tend our understanding of ultrafast pro- 
cesses in semiconductors, which will ul- 
timately determine performance. New 
experimental methods are being devel- 

solid lines indicate achieved perform- 
ance and the dashed lines projected per- 
formance. Clearly, the speed of optics 
exceeds that of all other high-speed tech- 
nologies. Although they are not electron- 
ic, techniques involving short optical 
pulses have pushed our ability to resolve 
events in time to a fraction of a picosec- 
ond (I) and are valuable tools for funda- 
mental investigations of high-speed elec- 
tronic devices. Optoelectronics com- 
bines the fields of optics and electronics 
and shows considerable promise for the 
development of high-speed devices that 
can join some of the high-speed capabili- 
ties of optics with electronics. Supercon- 
ducting electronics, based on Josephson 
junction logic devices (2) ,  has advanced 
to the point where cryogenic computer 
systems are being constructed (3). The 

Summary. Evolving high-speed semiconductor technology requires a more com- 
plete understanding of semiconductors on a picosecond time scale. This article 
discusses ultrafast phenomena that may influence device performance and describes 
new experimental methods utilizing short optical pulses to investigate materials and 
device structures. 

oped to explore semiconductors on ever intrinsic speed of response of a Joseph- 
finer time scales. We will discuss the son junction is limited by the supercon- 
basic concepts that will influence semi- ducting energy gap (that is, T = fiIAE, 
conductor device performance and pre- where f i  is Planck's constant divided by 
sent recent experimental results. 27~). In typical Josephson junctions this 

In Fig. 1 we compare the time scales of time is a fraction of a picosecond; in 
existing high-speed technologies. The practice, device capacitances limit per- 
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Fig. 1. Time line of technologies and fast physical processes in semiconductors. Solid lines 
represent achieved speed and dashed lines projected speed. 

formance. A recent review by Keyes (4) 
examines some of the fundamental limits 
of digital information processing and 
their importance for semiconductor and 
superconducting electronic technolo- 
gies. 

Ultrafast Processes in Semiconductors 

We can gain some insight into the 
speed of a semiconductor device by ex- 
amining the performance of an idealized 
circuit containing only a block of semi- 
conductor and a load capacitor, C. From 
elementary circuit analysis we can calcu- 
late the time, t ,  to switch the voltage 
from an initial voltage, Vo,  to a voltage 
V: 

" C d V  
= Lo 7G- 

The current, Z(V), is the transferred cur- 
rent-voltage relationship of the device. 
We see immediately from Eq. 1 that an 
important factor in determining the 
speed of the circuit is the capacitance, C,  
that must be charged by the device cur- 
rent. This capacitance is minimized by 
reducing the physical size of the device 
and other parasitic capacitances. A sec- 
ond and very fundamental factor govern- 
ing switching speed is the current-volt- 
age relationship that is determined by the 
dynamics of the drift of electrons across 
the active region of the device (for in- 
stance, the channel for a field effect 
transistor). Such transit time effects can 
be minimized by reducing the drift 
length. Further reductions may be possi- 
ble by carefully considering the physics 
of nonequilibrium carrier transport in the 
semiconductor. 

The motion of carriers through a semi- 

conductor under the influence of an elec- 
tric field ultimately determines the basic 
limits of device performance. We can 
describe this motion by using the classi- 
cal dynamical equations (5) for the aver- 
age momentum mv and energy E of a 
distribution of carriers. 

where e is the electron charge, E L  the 
equilibrium energy, E the electric field, 
and T,(E) and T,(E) the momentum and 
energy relaxation times. In general, T, 

and T€ are a function of carrier energy 
and represent an average of electron 
interactions with the lattice, ionized im- 
purities, and other carriers. From Eq. 2 
we see that in the steady state the carrier 
velocity is given by 

where p, = e~,(~)/m*, is the mobility (m* 
is the effective mass). In the region 
where the mobility is constant, current 
flow is governed by Ohm's law. Signifi- 
cant deviations from this simple ohmic 
behavior are seen at high electric fields 
and on time scales short compared to 
T,(E) and T€(E). The relaxation times T, 

and T, are both functions of energy, and 
usually T, is longer than T, because an 
electron usually requires several phonon 
interactions to dissipate energy, while it 
is possible for electron-phonon collisions 
to take place which randomize momen- 
tum with a small energy exchange. Typi- 
cal values (5) are in the range of 10-l3 to 
lo-" second for 7, and lo-'' to lo-'' 
second for T€ (6). 

Let us consider electrons under the 
influence of a field that is rapidly turned 

on. If T, << T, the electrons accelerate 
to a velocity given by Eq. 4. As the 
electrons are heated by the field they 
gain energy and T,(E) drops to a lower 
value. Correspondingly, we see from Eq. 
4 that the velocity decreases from its 
"overshoot" value. The amount of over- 
shoot, if any, depends on the size of the 
accelerating field, the disparity in relax- 
ation times, and their energy depen- 
dence. Monte Carlo calculations (7) have 
been performed which demonstrate this 
effect. A typical plot of velocity against 
time is shown in Fig. 2. Whether or not 
velocity overshoot effects can be used to 
speed up semiconductor devices de- 
pends on the active device length and the 
time scale of the overshoot. According 
to calculations by Rusch (77, velocity 
transients are completed in a fraction of 
a picosecond in silicon. 

The mechanism (8)  for velocity over- 
shoot in a material like GaAs differs from 
that just described for nonpolar materi- 
als. Let us consider the transport of 
electrons in the central conduction val- 
ley in GaAs. When q~ electric field is 
rapidly applied, the carriers are heated 
and can be scattered to a satellite valley. 
The effective mass in the satellite valley 
is larger than that in the central valley. 
During the first few picoseconds, while 
the electrons are in the central valley, 
the average electron velocity can exceed 
or overshoot its quasi-equilibrium value 
as the carriers move from the central 
valley (small effective mass) to the satel- 
lite valleys (large effective mass). Monte 
Carlo calculations have established that 
these transients are important in GaAs 
(7, 9) during the first few picoseconds 
after the field is switched on. Electron 
carriers travel less than 1 micrometer in 
this time period. 

In Fig. 1 we have illustrated the rela- 
tive time scales of interest for velocity 
transients. The time scale for present- 
day semiconductor technologies is push- 
ing into the time regime where nonequi- 
librium transport considerations begin to 
be important. The time resolution of 
high-speed optics (10) extends well past 
the limits of present-day electronic tech- 
nologies and, as we will see, optics is 
becoming an important tool for investi- 
gating ultrafast phenomena in semicon- 
ductors. 

Velocity Overshoot Measurement 

Methods for investigating ultrafast 
processes in semiconductors by micro- 
wave and other techniques extend back 
several decades. Recently, rapid ad- 
vances in optical pulse generation and 
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optoelectronic switching techniques 
have opened up a new range of measure- 
ment possibilities. As shown in Fig. 1, 
picosecond or even subpicosecond time 
resolution is necessary to investigate 
nonequilibrium transport processes such 
as velocity overshoot. 

Direct electrical measurements of car- 
rier velocity transients with subpicosec- 
ond precision are not possible at this 
time. However, short pulse optical tech- 
niques (6) have been recently devised 
which provide time resolution on this 
scale. An all-optical approach for mea- 
suring carrier velocities (11) with subpi- 
cosecond time resolution is shown in 
Fig. 3. A GaAs layer approximately 2 
pm thick was grown between two heavi- 
ly doped Gao,3Alo.7As layers. A voltage 
applied across this sandwich structure 
creates an electric field E in the GaAs 
layer. The electric field modifies the op- 
tical absorption in a manner first de- 
scribed by Franz (12) and Keldysh (13). 
The field-induced absorption change ap- 
pears as a displacement of the exponen- 
tial band tail and exhibits an oscillatory 
behavior for photons with energies in 
excess of the band gap. 

The basic concept of the measurement 
technique is to optically inject carriers 
near the band edge and use the Franz- 
Keldysh effect to monitor the evolution 
of the electric field as the holes and 
electrons drift to opposite ends of the 
region of applied field. As the carriers 
drift, a small space-charge field opposite 
in sign to the applied field grows in time 
until the carriers reach their respective 
contacts. The screening field AE must be 
kept small compared to the applied field 
E. The small space-charge field induced 
by the carriers perturbs the optical ab- 
sorption through the Franz-Keldysh ef- 
fect. By measuring the induced change 
in optical absorption as a function of 
time, we can determine the carrier veloc- 
ity. 

The experiment is performed by excit- 
ing the GaAs layer with a short pulse 
from a passively model-locked dye laser. 
A second optical pulse, which is spec- 
trally broadened, is used to probe the 
absorption spectrum at delayed times. 
The optical absorption spectrum is mea- 
sured as a function of time delay after 
excitation by the pump pulse. 

The carrier velocity is determined by 
plotting the change in the optical absorp- 
tion as a function of time following exci- 
tation. Near t = 0 the velocity can be 
determined approximately by the slope 
function 
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Fig. 2. Plot of velocity against time illustrating 
velocity overshoot. In this example the elec- 
trons are accelerated to an overshoot velocity 
and then slow to an equilibrium velocity. The 
time scale is picoseconds or fractions of a 
picosecond, depending on the semiconductor 
material. 

principle, take advantage of the experi- 
mentally observed factor of 4 transient 
increase in carrier velocity due to veloci- 
ty overshoot. An electron moves a frac- 
tion of a micrometer in GaAs before 
slowing down to its equilibrium satura- 
tion velocity. In addition to increased 
speed, velocity overshoot will influence 
space-charge effects that determine the 
current-voltage characteristic of short 
channel devices. 

where Aa is the absorbance change, v, 
and vh are the electron and hole veloci- 
ties, and d is the length. After t = 0 a 
computer fit to the data is required. 

The data for an applied electric field of 
22 kilovolts per centimeter are plotted in 
Fig. 3. The points are experimentally 
measured transmittance changes. The 
dashed curve is a continuation of a sin- 
gle-velocity computer fit to the data near 
t = 0 for v, = 4.4 x lo7 cmlsec. Clear- 
ly, this single-velocity curve diverges 
dramatically from the data for times 
greater than 2 psec. The data points fall 
below the dashed curve, indicating that 
the electrons are slowing down. The 
solid curve, which more closely fits the 
experimental data, is two-velocity fit 
with v, = 4.4 x lo7 cmisec for t < 1.1 
psec and 1.2 x lo7 cmlsec for t > 1.1 
psec. 

A short channel GaAs device could, in 

A Spectrum 

High-speed Semiconductor Technology 

There is considerable controversy 
over which technology will be most im- 
portant in high-speed electronic applica- 
tions. The progress made in silicon inte- 
grated circuits over the last 20 years has 
been extremely impressive and has led to 
great optimism about the future of this 
technology. Enormous expenditures of 
capital on silicon processing have creat- 
ed a highly sophisticated industry. For 
any new technology based on a semicon- 
ductor material other than silicon to be 
seriously considered, the material must 
provide significant advantages over sili- 
con. The semiconductors GaAs, InP, 
and InGaAs, made up of elements from 
groups I11 and V of the periodic table, all 
have significantly higher mobilities and 
saturation velocities than silicon. The 
availability of convenient semi-insulating 
substrate material for the 111-V com- 
pounds provides an advantage in fabri- 
cating arrays of high-speed devices by 
reducing parasitic capacitances. These 
materials also have optical properties 
that are useful for generating and detect- 
ing light. 

Fig. 3 .  Diagram of apparatus for making a time-resolved measurement of velocity overshoot in 
GaAs. (Inset) Plot of measured transmission change against time. The dashed line is a single- 
velocity fit of 4.4 x lo7 cmlsec and the solid line a computer-generated two-velocity fit. 



Fig. 4. A 27-stage, 
high-electron mobil- 

I ity, transistor ring os- 
cillator with output 
buffer and probe re- 
sistor fabricated by 
Mimura et a/. (17) of 
Fujitsu Laboratories. 

In addition to the choice of materials, 
new concepts in materials fabrication 
have emerged. Molecular beam epitaxy 
and other thin-film techniques such as 
metal-organic chemical vapor deposition 
(14) have opened up new possibilities for 
materials and devices. One of the most 
interesting phenomena taking advantage 
of molecular beam technology is the 
mobility enhancement first reported by 
Dingle et al. (15) in modulation-doped 
GaAs-A1,Gal - ,As superlattices. These 
structures consist of alternate layers 
of undoped GaAs and silicon-doped 
AlxGal - ,As. Because of the higher 
electron &nity of GaAs, free electrons 
in the Al,Gal - ,As layers are trans- 
ferred to the undoped GaAs layers, 
where they form a quasi-two-dimension- 
al electron gas. 

The measured mobility in the GaAs 
layers increased from 5,000 to more than 
200,000 square centimers per volt per 
second. The mobility enhancement is 
attributed to the spatial separation be- 
tween the electrons and the parent donor 
impurities. In conventionally doped 
GaAs the low-temperature mobility 
(- 77 K) is limited by impurity scatter- 
ing. Since the ionized donors and elec- 
trons are spatially separated in the mod- 
ulation-doped structures, the impurity 
scattering is reduced and the mobility 
enhanced. Additional mobility enhance- 
ment comes about from screening of 

the impurity interaction by the carriers 
(16). 

Mimura et al. (1 7) reported a new field 
effect transistor structure in which mod- 
ulation doping mobility enhancement is 
used. In Fig. 4 we show a photograph of 
a ring oscillator made with a modulation- 
doped structure. The ring consists of 27 
transistors. From the ring oscillation fre- 
quency, an average switching delay of 
17.1 psec per stage was measured with a 
power dissipation of 0.96 milliwatt at the 
temperature of liquid nitrogen. This is 
the shortest switching delay reported so 
far for a semiconductor logic technology 
and is comparable with the shortest de- 
lay time reported for Josephson junction 
logic (13 psec) (2). On the basis of these 
results, Mimura and co-workers expect 
to achieve switching delays below 10 
psec with a power dissipation of about 
100 JLW per stage. 

Picosecond Optical Electronics 

Another area where optics shows 
promise of providing a unique interface 
with electronics is that of very high 
speed test instrumentation. One of the 
difficulties faced by developers of new 
high-speed electronic components is the 
lack of accurate techniques for evaluat- 
ing and characterizing device perform- 
ance. The problem is a fundamental one 

since, in principle, one requires a test 
instrument whose response is faster than 
the device under test. When the goal is to 
make faster devices, this approach clear- 
ly fails, and one usually resorts to boot- 
strap techniques whereby the device 
measures itself--or, more accurately, an 
identical device. Examples of this ap- 
proach are the ring oscillator technique 
used to estimate the speed of response of 
the modulation-doped field effect transis- 
tor discussed previously. Since the time 
resolution of this type of measurement is 
no better than that of the devices them- 
selves, only estimates of speed can be 
made, and it is not possible to learn any 
of the details of the response. 

An alternative approach is to draw on 
a related, but higher speed, technology 
to provide the necessary time precision. 
Since optical pulse techniques are almost 
three orders of magnitude faster than 
electronics, they have the potential for 
making electronic measurements with 
greatly enhanced speed. To achieve this, 
it is essential to have very high speed 
transducers that can couple the two tech- 
nologies. Recently, it was demonstrated 
that photoconductors made of semicon. 
ductors with high defect densities can 
act as optical-electronic transducers with 
response times of 8 psec or less (18). 
When illuminated by picosecond optical 
pulses, these photoconductors function 
as picosecond electrical pulse generators 
and sampling gates. Materials such as 
amorphous and radiation-damaged semi- 
conductors are ideal for this purpose, 
since they have canier lifetimes as short 
as 4 psec (18). When introduced into 
high-speed electronic circuits, they pro- 
vide a capability for generating and 
measuring electronic events with greatly 
improved time precision. The timing is 
controlled by introducing variable path 

a 10 
V~ kilohms 

Radiation 
damaged area 

output 

m e  
correlatbn 

measurement 

VDS 

50 ohns i - 

measurement sampling 
measurement 

b - FET 
vGs=-1.05 v 
VDS = +o.s v 

--- FET 
VGS=-1.05 V 
vDs= 0.0 

Fig. 5. (a) Schematic of picosecond optical electronic circuit used to measure the electronic response of a GaAs field effect transistor. Picosecond 
optical pulses, indicated by. wavy lines 1 ,  2, and 3, are focused on gaps in the microstrip transmission lines where very high speed 
photoconductors have been made by damaging the silicon-on-sapphire wafers with radiation. (b) Electronic response of an FET with the circuit 
shown in (a). (Solid line) Impulse response when photoconductor 1 is used as the pulse generator and 3 as the sampling gate under bias conditions 
for optimum gain (+3.7 decibels). (Dashed curve) Impulse response with the FET replaced by a SO-ohm transmission line. (Dash-dot curve) 
Impulse response of the FET with no drain bias. 
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lengths into the optical pulses used to 
illuminate the photoconductors, and the 
measurement is essentially free of jit- 
ter. 

An example (19) of this approach is 
illustrated in Fig. 5a. In this case, high- 
speed photoconducting pulse generators 
and sampling gates were used to measure 
the electronic impulse response of a 
GaAs field effect transistor (FET). Ar- 
gon ion bombardment at 2 million elec- 
tron volts was used to increase the speed 
of a 1-km silicon-on-sapphire epitaxial 
film. The photoconducting regions were 
located at gaps in microstrip transmis- 
sion lines, so that when they were illumi- 
nated by optical pulses a short burst of 
electrical charge could be transferred 
from one microstrip line to another. In 
this way, short electrical pulses pro- 
duced by optical pulses 1 and 2 could be 
used to activate the gate (G) of the FET. 
The current response of the FET ema- 
nating from the drain (D) was then sam- 
pled by a third optical pulse, which 
transferred a fraction of the signal to the 
sampling line. The complete temporal 
response was measured by continuously 
varying the relative timing between opti- 
cal pulses 1 or 2 and 3 and averaging the 
sampled signal at a high repetition rate 
(80 megahertz). Having two photocon- 
ductors at the input side provided added 
flexibility, making it possible to sample 
the input electrical pulse for calibration. 

Some typical results are illustrated in 
Fig. 5b. Three curves are shown. The 
dashed line is the system response when 
the FET is replaced by a continuous 
transmission line. When the FET is in- 
serted, but without a d-c drain-source 
bias, the capacitively coupled response 
indicated by the dash-dot curve was ob- 
tained. When the drain-source bias was 
turned on (solid curve) a net gain was 
observed, and the signal revealed two 
components: one almost as fast as the 
system response, and a slower tail ex- 
tending out to 75 psec. This example 

illustrates the potential for using optical 
pulses to make precision electronic mea- 
surements. Although a dye laser was 
used in this case, pulsed semiconductor 
lasers could also be used to make a 
compact integrated device. A wide vari- 
ety of high-speed devices, including pho- 
todetectors and diodes, as well as tran- 
sistors and thin-film and bulk electronic 
materials can be measured by this meth- 
od. It is anticipated that further improve- 
ments in the photoconducting materials 
and circuits will result in an electronic 
measurement system with a resolution of 
1 psec. 

Future 

Advances in microfabrication tech- 
niques should make possible the con- 
struction of high-speed semiconductor 
devices with submicrometer channel 
lengths which take advantage of the ve- 
locity transients described in this article. 
New materials and device geometries are 
likely to produce a new generation of 
high-speed logic devices. 

As high-speed very large scale inte- 
grated circuits are constructed, the cou- 
pling between devices will become of 
paramount importance. Fan-out ratios 
(that is, the need to drive several out- 
puts) and load capacitances will place 
demands on the current levels available 
from high-speed devices. Transmission 
line dispersion will be a severe problem 
for sending picosecond electrical pulses 
(20) more than 100 km. Low-dispersion 
superconducting interconnections could 
alleviate this problem. It is possible that 
semiconducting and superconducting 
technologies could be combined to take 
advantage of the high drive current lev- 
els of semiconductors and the low dis- 
persion of superconducting interconnec- 
tions. 

Single-mode optical fiber waveguides 
promise to transmit data at rates as high 

as 1 terabit per second over kilometer 
distances. Optical fibers would be partic- 
ularly useful as high-speed data links 
between electronic processors. The 
prospect of optically interconnecting 
small electronic circuits is an intriguing 
one. At present, the inefficiency of con- 
verting electrical to optical signals limits 
the feasibility of this approach. 

The optoelectronic devices that we 
have described may be the precursors of 
a high-speed interface between optics 
and semiconducting electronic devices. 
The optical properties of 111-V com- 
pounds make them particularly suited to 
this application. 

As new high-speed semiconductor 
technologies are developed, a more de- 
tailed understanding of time-dependent 
processes will be required. Short optical 
pulse techniques will play an important 
role in this process. 
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